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Chapter 1

DDR3 and DDR2 SDRAM Memory
Interface Solution

Introduction

The Xilinx® 7 series FPGAs memory interface solutions core is a combined pre-engineered
controller and physical layer (PHY) for interfacing 7 series FPGA user designs and
AMBA® advanced extensible interface (AXI4) slave interfaces to DDR3 and DDR2
SDRAM devices. This user guide provides information about using, customizing, and
simulating a LogiCORE™ IP DDR3 or DDR2 SDRAM memory interface core for 7 series
FPGAs. In the Embedded Development Kit (EDK) this core is provided through the Xilinx
Platform Studio (XPS) as the axi_7series_ddrx IP with a static AXI4 to DDR3 or DDR2
SDRAM architecture. The user guide describes the core architecture and provides details
on customizing and interfacing to the core.

Features

Enhancements to the Xilinx 7 series FPGA memory interface solutions from earlier
memory interface solution device families include:

e Higher performance.

* New hardware blocks used in the physical layer: PHASER_IN and PHASER_OUT,
PHY control block, and I/O FIFOs (see Core Architecture, page 55).

* Pinout rules changed due to the hardware blocks (see Design Guidelines, page 127).

e Controller and user interface operate at 1/4th the memory clock frequency.

Getting Started with the CORE Generator Tool

This section is a step-by-step guide for using the CORE Generator™ tool to generate a
DDR3 or DDR2 SDRAM memory interface in a 7 series FPGA, run the design through
implementation with the Xilinx tools, and simulate the example design using the
synthesizable test bench provided.

System Requirements
¢ ISE® Design Suite, v14.1

7 Series Frois wemoy v i BD T FEieom /X ILINX ’
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Customizing and Generating the Core

Generation through Graphical User Interface

The Memory Interface Generator (MIG) is a self-explanatory wizard tool that can be
invoked under the CORE Generator tool from XPS. This section is intended to help in

understanding the various steps involved in using the MIG tool.

These steps should be followed to generate a 7 series FPGA DDR3 SDRAM design (most
MIG options are same between DDR3 and DDR2 SDRAM interfaces):

Note: The exact behavior of the MIG tool and the appearance of some pages/options might differ
depending on whether the MIG tool is invoked from the CORE Generator tool or from XPS, and
whether or not an AXI interface is selected. These differences are described in the steps below.

1. To invoke the MIG tool from XPS, select Memory and Memory Controller > AXI
7 Series Memory Controller from the XPS IP catalog (when adding new IP to the
system) or right-click the axi_7series_ddrx component in the XPS System Assembly
View and select Configure IP.... Then skip to MIG Output Options, page 14.

Otherwise, to launch the MIG tool from the CORE Generator tool, type mig in the

search IP catalog box (Figure 1-1).

' Xilinx CORE Generator - No Project

File Wiew ManageIP Help
[ * H E LE @ cORE Generator Help K2
i:',‘ 1P Catalog 8 x
L _ . _ s ==
3y Wiew by Function | View by Name lo iCORE Xilinx CORE Generator
;{: Marme Version | AXI4 g *
© =/ Memaries & Storage Elements
= M Inkerf, G k A =
Br ujmwTIré TR e There is no project open.
=] EH M1 3.5 _ .
: £ MG . e You may browse the IP Catalog but you will not be able to generate any cores until you open or create
} EH miG 361 axie| | @ Project
Ex, EH MIG 7 Series 1.1 A4
= MIG Virtexd and Spartang 3.7 Akl4
’g & " Copyright {c) 1995-2010 ¥ilinx, Inc. Al rights reserved,
Console g X
Coreen has been configure‘d with the Folllowing Xilinx repositories:
- '3:40.39.00coregen’y’ [xil_index., xml]
The IP Catalog has been reloaded.
< > A
Search IP Catalog; | mig Search Console ave ] [ Clear ]
All IP versions Cnly IP compatible with chosen part Irformation | A warnings | @) Errors
Part: Unset  Design Entry: Unset )

Figure 1-1: Xilinx CORE Generator Tool
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2. Choose File > New Project to open the New Project dialog box. Create a new project
named 7Series_MIG_Example_Design (Figure 1-2).

B New Project Ctrl+N

¥ OpenProject  Ctrl+O
Close Project Ctrl+W
Recent Projects 3

H zave Ctrl+S
Save As...

=] Preferences...
Exit Ctrl+Q

UG586_c1_02_091410
Figure 1-2: New CORE Generator Tool Project

3. Enter a project name and location. Click Save (Figure 1-3).

New Project
Save jr |b Coregen j L] £ EE-

My Recent
Documents

=)

[Desktop

3

L=/

My Docurments

=

by Compliter

—

by Metwark  File name: |ddr3_design.cg|:u j Save |
Flaces
j Cancel

UG586_c¢1_03_111010

Save as twpe: |><i|im-c CORE Generator Project File [*.cop)

Figure 1-3: New Project Menu

4. Select these project options for the part (Figure 1-4):
* Select the target Kintex™-7 or Virtex®-7 device.

7 sones rrons wemory B D T FCeem /X ILINX :
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% Project Options

Part Part
gs:::iigl” Select the part For yvour project:
Family |Kintex? ~ |
Device
Package |Fbgﬁ?6 A |
Speed Grade |-2 v|
[ oK l ’ Cancel ] ’ Apply ] [ Help

UG586_c1_04_110610

Figure 1-4: CORE Generator Tool Device Selection Page
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Getting Started with the CORE Generator Tool

5. Select Verilog as the Design Entry Option and ISE for the Vendor Flow Setting. Click
OK to finish the Project Options setup (Figure 1-5).

% Project Options

Part Flaw
(¥) Design Entry |\-‘eri|0g v|

Advanced

() Cuskom Oukput Products

Please refer to the onling help For information about compiling behavioral
models using compedib and using WEC (Merilog) templates,

Flow Settings
Yendar 1€ v

Metlist Bus Farmat B<nim ae
Specifies your design entr

Simulation Files

Preferred Simulation Model Preferred Language
(%) Behavioral YHDL

3 Structural ‘erilog

) None

Other Cutput Products
A5V Symbol File

| T T

UG586_c1_05_110610

Figure 1-5: CORE Generator Tool Design Flow Setting Page
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% Xilinx CORE Generatar,

6. Select MIG 7 Series 1.5 (Figure 1-6).

\temp\coregenO74.cop

Eilz

o ) © 3 205

Project  Yiew ManzgeIP Help
. - [ a2 -
DR E DF BT S
IP Catalog 4
Yiews by Function | view by ame
Tame hersion | AXIE
~7 Automotive & Industrial
831 Infrastructure
BacelP
Basic Elements
Comrnunication B ketworkng
w e bug G Werificakion
Digital Signal Processing
FPGS Features and Desion
=/ Math Functions
=} Memories & Storage Elemants
' FIFOs
/' Memory Inkerface Generators
[41G 1 4514
EL MIG Yirksx -6 and Spartan-6 39 AiId
EL MIG Yirksx6 and Spartans S 414
#- |7 RAMs & ROMSs
Stamdzrd Bus Irkerfaces
~/ Storags, MAS and SAN
~/ Wideo & Image Processing
¢ >
Search IP Catalcg:| |I Clear ‘

L | AP versions

|| 9nly 1P compatible with chasen part

A
REFERENCE MIG 7 Series Q@
DESIGN [=|= Shows Project
This core is supported at status Pre-Production by wour chosen part,

Information
Core type! MG F Series
Version: 1.0
Identifier; iz comiipimig_7series:1,3, You are using MIG T Series 1.3 whichisa
Pre-Production core. Use of this core in production systems is not
recommended. =
Core Summary:  This Memory InkerFace Generator i a smple menu driven tool to generate
aovanced memary incerfaces, This toolgenerates HCL and pin placement
censtrairks that will help vou design vour application.
Kinkes-7 supports DOR3 SDRAM, QDR I+ SRAM and RLODRAMIL, Yirkex-7
supporks DDR3 SDRAM, QDR [T+ SRAM and RLDRAMII, Arkix-7 supparks DO
SORAM,
Irkerfaces: ative, x4+
13 Supported Familiss
'llflﬂ Current Proect Options e

Corsole A x

weloome bo siline: CORE Generator, &

Helo system initiclized. =

Coreizen has not been configured with any user reposicaries.

Coreizen has been cofigured with the Following ilin: repositories: it

Search Cansole | | [ Find Zave ] ’ Clear ]
wrormagon | 1y wanins | @) crrors

Part: sc7ka2St-2FFg200  Design Enkry: Yerilog )

Figure 1-6: 7 Series FPGAs MIG Design Project Page
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7. The options screen in the CORE Generator tool displays the details of the selected
CORE Generator tool options that are selected before invoking the MIG tool
(Figure 1-7).

T Xilinx Memory Interface Generator E@

REFERENCE Memory Interface Generator

DESIGH [1] The Memory Interface Generator (MIG) creates memory controllers for Xilinx FPGAs. MIG creates complete customized Verilog or VHDL RTL source code, pin-

out and design constraints for the FPGA selected, and script files for implementation and simulation.,

CORE Generator Options

This GUI indudes all configurable options along with explanations to aid in generation of the reguired controller. Please note that some of the options selected
in the CORE Generator Project Options will be used in generation of the controller. It is very impartant that the correct CORE Generator Project Options are
selected, These options are listed below,

Selected CORE Generator Project Options:

M FPGA Family Virtex-7
emory FPGA Part xc7w2000t-fhg1761
Speed Grade -2
Synthesis Tool ISE
Interface Desion Eatry
If any of these options are incorrect, please click on "Cancel”, change the CORE Generator Project Options, and restart MIG. This
version of MIG is guaranteed to work with ISE 13.4, not tested with other ISE versions.
Generator '

& XILINX

UG586_c1_08_120311

Figure 1-7: 7 Series FPGA Memory Interface Generator Front Page

8. Click Next to display the Output Options page.
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MIG Output Options

1. Select the Create Design radio button to create a new memory controller design. Enter
a component name in the Component Name field (Figure 1-8).

2. Choose the number of controllers to be generated. This option determines the
replication of further pages.

3. DDR2 and DDR3 SDRAM designs support the memory-mapped AXI4 interface. The
AXI4 interface is implemented in Verilog only. If an AXI4 interface is required, select
the language as “Verilog” in the CORE Generator tool before invoking the MIG tool. If
the AXI4 interface is not selected, the user interface (UI) is the primary interface. The
axi_7series_ddrx IP from the EDK flow only supports DDR3 SDRAMs and has the AXI
support always turned on.

< ilinx Memory Interface Generator =N e |

REFERENCE MIG Qutput Options
DESIGN [ Pt

@ Create Design

Select this option to generate a memory controller, Generating a memory controller will create RTL, design constraints (UCF), implementation and
simulation files.
(71 Verify Pin Changes and Update Design

Selecting this feature verifies the medified UCF for a design already generated through MIG. This option will allow you to change the pin out and validate it
instantly. It updates the input UCF file to be compatible with the current version of MIG. While updating the LICF it preserves the pin outs of the input UCF.
This option will also generate the new design with the Component Name you selected in this page.

Companent Name

Please specify the component name for the memory interface. The design directories will be generated under a directory with this name. Three directories
will be created "example_design”, "user_design™ and “docs™. The user_design will contain the generated memory interface. The example_design adds a
simple example application connected to the generated memory interface. Note that the Component Name will be prepended to all of the RTL files.

Component Name | mig_7series

Multi-Controller

Up to maximum of 8 controllers with a combination of DDR.3 SDRAM, DDR2 SDRAM, QDRII+ SRAM or RLDRAM II can be generated. The number of

Memory controllers that can be accommodated may be limited by the data width and the number of banks available in device, Refer user guide for more
information
Number of Controllers 1 |7

Interface Al nternce

Enables the AXI4 interface. Only DDR3 SDRAM and DDR2 SDRAM contrallers support AXI4 interface.

Generator [[] AXI4 Interface

& XILINX.

o) (] o

UG586_c1_09_120311

Figure 1-8: MIG Output Options

MIG outputs are generated with the folder name <component name>.

Note: Only alphanumeric characters can be used for <component name>. Special characters
cannot be used. This name should always start with an alphabetical character and can end with
an alphanumeric character.

When invoked from XPS, the component name is corrected to be the IP instance name
from XPS.

4. Click Next to display the Pin Compatible FPGAs page.
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Pin Compatible FPGAs

The Pin Compatible FPGAs page lists FPGAs in the selected family having the same
package. If the generated pinout from the MIG tool needs to be compatible with any of
these other FPGAs, this option should be used to select the FPGAs with which the pinout
has to be compatible (Figure 1-9).

Xilinx 7 series devices using stacked silicon interconnect (SSI) technology have Super Logic
Regions (SLRs). Memory interfaces cannot span across SLRs. If the device selected or a
compatible device that is selected has SLRs, the MIG tool ensures that the interface does
not cross SLR boundaries.

Xilinx Memory Interface Generator

REFEREMCE Fin Compatible FPEAs

DESIGN [H Pin Compatible FPGAs include all devices with the same package and speed grade as the target device, Different FPGEA devices with the same package do not
have the same bonded pins. By selecting Pin Compatible FPGAs, MIG will only select pins that are common between the target device and all selected devices,
Use the defaulk UCF in the par Folder for the target part. If vou change the target part, use the appropriate UCF in the compatible_ucf Folder. IF you do not
choose a Pin Compatible FPGA now and need to use a different FPGA later, the generated UCF may not work for the new device and a
board spin may be required. A device is considered compatible only if the package and speed grade matches to the target part, MIG only ensures that
IMIG generated pin out is compatible among the selected compatible FPGA devices, Unselected devices will not be considered For compatibility during the pin
allocation process,

Blank list indicates that there are no compatible parts exist for the selected target part and this page can be skipped.

Target FPGA |xc7k3250-fbge7e -2

Pin Compatible FPGAs
=) kinkex7
= 7k
[ scrkror-fbgs7e
[ scrkisot-foga7e
%c7k410E-FhgE76

Memory Selection
Controller Options

AXI Parameter
Memory Options

FPGA Options
Extended FPGA Dptions
Bank Selection

System Signals Selection
Summary

Memory Model

PCB Information

Design Notes

& XILINX.

’ User Guide ] ’ ‘ersion Info ] ’ < Back ] I Mext= l ’ Cancel

UG586_c1_10_110610
Figure 1-9: Pin-Compatible 7 Series FPGAs

1. Select any of the compatible FPGAs in the list. Only the common pins between the
target and selected FPGAs are used by the MIG tool. The name in the text box signifies
the target FPGA selected.

2. Click Next to display the Memory Selection page.
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Creating 7 Series FPGA DDR3 Memory Controller Block Design

Memory Selection

This page displays all memory types that are supported by the selected FPGA family.

1. Select the DDR3 SDRAM controller type.
2. Click Next to display the Controller Options page (Figure 1-10).

":4' Kilinx Memory Interface Generator EI@
REFERENCE Memory Selection
DESIGN [ Select the type of memory interface. Please refer to the User Guide for a detailed list of supported controllers for each FPGA family. The list below shows

currently available interface(s) for the specific FPGA and speed grade chosen.
Select the Controller Type:
@ DDR3 SDRAM
) DDR2 SDRAM

Pin Compatible FPGAs v ) (TG S

") RLDRAM II

Controller Options

AXI Parameter

Memory Options

FPGA Options

Extended FPGA Options

10 Planning Options

Bank Selection

System Signals Selection

Summary

Simulation Options

PCB Information

Design Notes

& XILINX

(] (o) [

UG586_c1_11_120311

Figure 1-10: Memory Type and Controller Selection
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Controller Options

This page shows the various controller options that can be selected (Figure 1-11).

Note: The use of the memory controller is optional. The Physical Layer, or PHY, can be used without

the memory controller. The memory controller RTL is always generated by the MIG tool, but this

output need not be used. See Physical Layer Interface (Non-Memory Controller Design), page 115
for more information. Controller only settings such as ORDERING are not needed in this case, and
the defaults can be used. Settings pertaining to the PHY, such as the Clock Period, are used to set the
PHY parameters appropriately.

] Xilinx Memory Interface Generator E@
REFERENCE Options for Controller 0 - DDR3 SDRAM
DESIGN [H
Clock Period: Choose the dodk peried for the desired frequency. The allowed period range{1250 - 3300} is a 1250/~ ne  |300.00 MHz
function of the selected FPGA part and FPGA speed grade. Refer to the User Guide for more information. = P =
The alfowed period range is PRELIMINARY. The final range will be listed after characterization.
PHY to Controller Clock Ratio: Select the PHY to Memory Controller dock ratio. The PHY operates at the Memory Clock
Period chosen above. The controller operates at either 1/4 or 1/2 of the PHY rate. The selected Memory Clock Period will limit the | 4:1
choices.
Vecaux_io: Viccaux_io must be set to 2.0V in the High Performance banks for the highest data rates. Vecaus_io
Pin Compatible FPGAs v is not available in the High Range banks. Mote that Vocaux_io is common to groups of banks. Consult the 7 Series | 2.0V
Datasheets and FPGA SelectO Resources User Guide for more information,
Memory Selection 1
Memory 'I'vpe:. Select the memary type. Type(s) marked with & warning symbal are not compatible with the [Componenis . ]
frequency selection above.
AXI Parameter Memory Part: Select the memory part. Part(s) marked with @ warning symbol are not compatible with [MT4:L‘I].28M8X)C7125 - ]
the frequency selection above. Find an equivalent part or create a part using the "Create Custom Part”™
- button if the part needed is not listed here. The "Create Custom Part” feature is not supparted for
Memory Options RLDRAM I, [ Create Custom Part ]
FPGA Options Data Width: Select the Data Width. Parts marked with a warning symbal are not compatible with the frequency [B . ]
and memory part selected above.
Extended FPGA Options
P . ECC: MIG supports ECC for 72 bit data width configuration. To be able to select ECC, select a data width that has Dieabled
10 Planning Options ECC supported. -
Bank Selection Data Mask: Enable or disable the generation of Data Mask {DM) pins using this check box. This option can be
selectable only if the memary part selected has DM pins. Uncheck this box to not use data masks and save FPGA
System Signals Selecti I/0s that are used for DM signals. ECC designs (DDR.3 SDRAM, DDR.2 SDRAM) will not use Data Mask.
Summary
Simulation Options
PCB Information
Design Notes ORDERING: Normal mode allows the memary controller to reorder commands to the memory to obtain the highest Normal -
possible efficiency. Strict mode forces the controller to execute commands in the exact order received.
v
N Memeory Details: 1Gb, x8, row: 14, col: 10, bank: 3, data bits per strobe:8, with data mask, single rank
®
| s

Figure 1-11: Controller Options Page

UG586_c1_12_120311
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If the design has multiple controllers, the controller options page is repeated for each of the
controllers. This page is partitioned into a maximum of nine sections. The number of
partitions depends on the type of memory selected. The controller options page also
contains these pull-down menus to modify different features of the design:

Frequency: This feature indicates the operating frequency for all the controllers. The
frequency block is limited by factors such as the selected FPGA and device speed
grade. In the EDK flow, an extra check box (selected by default) allows the user to
specify that the frequency information should be calculated automatically from EDK.

Input Clock Period: The desired input clock period is selected from the list. These
values are determined by the memory clock period chosen and the allowable limits of
the parameters. See Design Guidelines, page 127 for more information on the PLL
parameter limits.

PHY to Controller Clock Ratio: This feature determines the ratio of the physical layer
(memory) clock frequency to the controller and user interface clock frequency. The 2:1
ratio lowers the maximum memory interface frequency due to fabric timing
limitations. The user interface data bus width of the 2:1 ratio is 4 times the width of
the physical memory interface width, while the bus width of the 4:1 ratio is 8 times the
physical memory interface width. The 2:1 ratio has lower latency. The 4:1 ratio is
necessary for the highest data rates.

Vccaux_io: Vecaux_io is set based on the period /frequency setting. 2.0V is required at
the highest frequency settings in the High Performance column. The MIG tool
automatically selects 2.0V when required. Either 1.8 or 2.0V can be used at lower
frequencies. Groups of banks share the Vccaux_io supply. See the 7 Series FPGAs
Select]O Resources User Guide [Ref 1] and the 7 Series FPGAs Packaging and Pinout
Specification [Ref 2] for more information.

Memory Type: This feature selects the type of memory parts used in the design.

Memory Part: This option selects a memory part for the design. Selections can be
made from the list or a new part can be created.

Data Width: The data width value can be selected here based on the memory type
selected earlier. The list shows all supported data widths for the selected part. One of
the data widths can be selected. These values are generally multiples of the individual
device data widths. In some cases, the width might not be an exact multiple. For
example, 16 bits is the default data width for x16 components, but 8 bits is also a valid
value.

Data Mask: This option allocates data mask pins when selected. This option should
be deselected to deallocate data mask pins and increase pin efficiency. This option is
disabled for memory parts that do not support data mask.

Ordering: This feature allows the memory controller to reorder commands to
improve the memory bus efficiency.

Memory Details: The bottom of the Controller Options page (Figure 1-11, page 17)
displays the details for the selected memory configuration (Figure 1-12).

Memory Details: 1Gb, x8, row:14, col:10, bank:3, data bits per strobe:8, with data mask

UG586_c1_20_091410
Figure 1-12: Memory Details

Select the appropriate frequency. Either use the spin box or enter a valid value using
the keyboard. Values entered are restricted based on the minimum and maximum
frequencies supported.
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Select the appropriate memory part from the list. If the required part or its equivalent
is unavailable, a new memory part can be created. To create a custom part, click the
Create Custom Part button below the Memory Part pull-down menu. A new page
appears, as shown in Figure 1-13.

% Create Custom Part

Cuskorn Mermoty Park
This option creates a new memaory part, Moke that the new park will be a modification of the "Base Part" vou select
below. The timing parameters and the density can be changed.
Select Base Part
Enter Mew Mermory Part Mame
Change the required Timing Parameters. "walue" is the only field that can be edited.
Parameter Yalue Range Uniks Descriptions A
trfc 110 90-350 ns Refresh to Active or Refresh to Refresh
tras 35 35-37.5 ns fckive ko Precharge command
krp 13.75 10-15 ns Precharge command period
tFaw 30 30-55 ns Four Address Width =
trcd 13.75 10-15 ns Active bo Read or write delay
trefi 7.8 3.9-7.8 us Average periodic refresh inkeryval
w
Row Address |14 V|
Column Address |1IZI V|
Bank Address |3 v|
[ Help ] I Save l [ Delete ] [ Cancel ]

SRR LI

UG586_c1_21_110610

Figure 1-13: Create Custom Part

The Create Custom Part page includes all the specifications of the memory component
selected in the Select Base Part pull-down menu.

Enter the appropriate memory part name in the text box.
Select the suitable base part from the Select Base Part list.
Edit the value column as needed.

Select the suitable values from the Row, Column, and Bank options as per the
requirements.

After editing the required fields, click the Save button. The new part is saved with the
selected name. This new part is added in the Memory Parts list on the Controller
Options page. It is also saved into the database for reuse and to produce the design.

Click Next to display the Memory Options page (or the AXI Parameter Options page
if AXI Enable is checked on the Memory Type selection page).

7 Series FPGAs Memory
UG586 April 24, 2012
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AXI Parameter Options

This feature allows the selection of AXI parameters for the controller (Figure 1-14). These
are standard AXI parameters or parameters specific to the AXI4 interface. Details are
available in the ARM® AMBA® specifications [Ref 3].

These parameters specific to the AXI4 interface logic can be configured:

Address Width and AXI ID Width: When invoked from XPS, address width and ID
width settings are automatically set by XPS so the options are not shown.

Base and High Address: Sets the system address space allocated to the memory
controller. These values must be a power of 2 with a size of at least 4 KB, and the base
address must be aligned to the size of the memory space.

Narrow Burst Support: Deselecting this option allows the AXI4 interface to remove
logic to handle AXI narrow bursts to save resources and improving timing. XPS
normally auto-calculates whether narrow burst support can be disabled based on the
known behavior of connected AXI masters.

Inferred AXI interconnect parameter settings are also available in the EDK flow.
Details on the interconnect parameters and how they are handled in XPS are available
in the EDK documentation.

Arbitration Scheme: Selects the arbitration scheme between read and write address
channels.

~
REFERENCE AXI Parameter Options CO - DDR3_SDRAM
DESIGN [H
Data Width:AXI DATA WIDTH: Data width of AXI read & write channels. The data width is less than or equal to user interface data
width with the possible values 32, 64, 128, 256 & 512.
Arbitration Scheme:Select the arbitration scheme between the read and write address channels
Pin Compatible FPGAs v
. v Narrow Burst Support: Enables logic to support narrow bursts on the AXI4 slave interface. Can be set to zero if no masters in the
Memory Selection system issue narrow bursts and all the data widths are equal. (1-Enable, D-Disable)
Controller Options 14
Address Width: A¥14 address width of read and write address channels. The address width is always fixed to 32 bits. The most 2
significant bits when memory col address + row address + bank addressis lesser than 32-bits wide will be ignored by the controller =
Memory Options v
FPGA Options v
ID Width: AXI4 ID width for read and write channels. AXI4 ID is used as the identification tag for write or read address group of signals = 4 |5
Extended FPGA Options L
10 Planning Options L
Bank Selection
System Signals Selection
Summary
Simulation Options
PCB Information
Design Notes

& XILINX.

< Back ][ Mext> H Cancel

UG586_c1_22_090511

Figure 1-14: Setting AXI Parameter Options
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Setting DDR3 Memory Parameter Option

This feature allows the selection of various memory mode register values, as supported by
the controller’s specification (Figure 1-15).

# Xilinx Memory Interface Generator,

REFERENCE Memory Options for Controller 0 - DDR2 SDRAM
pEsIGH [T
Input Clock Period: Select the period for the PLL input clock (CLKIN). MIG determines the allowable input clock periods
based on the Memory Clock Period entered above and the clocking guidelines listed in the User Guide, The generated 2500 ps (400 MHz) 2
design will use the selected Input Clock and Memory Clock Periods to generate the required PLL parameters, If the p
required input clock period is not available, the Memory Clock Period must be modified.
Choose the Memory Options For the memory device, Memory Option selections are restricted to those supported by the controller, Consult the memory
vendor data sheet for more information.
Pin Compatible FPGAs 4 Burst Type
The ordering of accesses with in a burst is determined based on the burst length, the burst bype and the starting column "
. %4 Sequential v
Memory Selection address,
Controller Dptions 4 DOutput Drive Strength
Selecting reduced strength will reduce all outputs to approximately 60 percent of the drive strength, Fullstrength R
AXI Parameter
14 Controller Chip Select Pin
The Chip Select {CS#) pin can be tied low externally ko save one pin in the address/command group when this selection is Enable 2
FPGA Options set to ‘Disable’, Disable is only valid For single rank configurations.
Extended FPGA Options Memory Clock Selection
Select the number of Memaory Clock (CK, CE#) pairs required for the interface, 2 R
10 Planning Dptions
) RTT {nominal} - ODT
Bank Selection This Feature allows ko apply internal kermination resistance of the memaory module For signals D, DQS/DOS#, ——— 3
LDGQS/LDGS#, UDQSUDGS# and LDMJUDM, This improves the signal integrity of the memory channel,
System Signals Selection
ST Memory Address Mapping Selection
User Address
Simulation Dptions
- =
PCB Information N
Design Notes O | ROW |B'°'NK | COLUMN |
@ [eank | ROW | comm |
A ®
’ User Guide ] ’ ‘ersion Info ] < Back ] I Mext= l ’ Cancel

Figure 1-15: Setting Memory Mode Options
The mode register value is loaded into the load mode register during initialization. Only

burst length 8 (BL8) is supported for DDR2 and DDR3 SDRAM.

The DDR2 SDRAM interface has a separate option to select the number of memory clocks
called Memory Clock Selection. Each component has a Number of Memory Clocks
setting, and the maximum number of clocks allowed is 4.

Click Next to display the FPGA Options page.
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FPGA Options
Figure 1-16 shows the FPGA Options page.

& Xilinx Memory Interface Generator

REFERENCE

DESIGN [L]
Pin Compatible FPGAs v
Memory Selection 14
Controller Options 4
AXI Parameter
Memory Options v

Extended FPGA Dptions
10 Planning Dptions
Bank Selection

System Signals Selection
Summary

Simulation Options

PCB Information

Design Motes

& XILINX.

[ User Guide ] l Wersion Info ]

Syskem Clock
Choose the desired input clock configuration. Design clock can be Differential or Single-Ended.

System Clock Differential R

Reference Clock
Choose the desired reference clock configuration. Reference clock can be Differential or Single-Ended.

Reference Clock Differential v

Debug Signals Contral

This Feature allows various debug signals present in the IP to be monitored on the ChipScope tool, The debug signals include status signals of various PHY
calibration stages, Enabling this Feature will connect: all the debug signals to the ChipScope ILA and VIO cores in the example design top module, A part of
each bus in the debug interface has been grounded so that users can replace the grounded signals with the required signals.

Debug Signals for Memory Controller OFF R

Inkernal Yref

Internal Yref can be used ta allow the use of the Yref pins as normal IO pins. This option can only be used at 800 Mbps and lower data rates. This can free
2 pins per bank where inputs are used. This setting has no effect on banks with only outputs,

Internal ¥ref

I Power Reduction

Significantly reduces average IO power by automatically disabling DOYDGS IBUFs and internal terminations during WRITEs and periods of inactivity

10 Power Reduction oM v

< Back H Next = I[ Cancel

Figure 1-16: FPGA Options

System Clock. This option (not available in the EDK flow) selects the clock type
(Single-Ended or Differential) for the sys_clk signal pair.

Reference Clock. This option (not available in the EDK flow) selects the clock type
(Single-Ended or Differential) for the ref_clk signal pair.

Debug Signals Control. Selecting this option (not available in the EDK flow) enables
calibration status and user port signals to be port mapped to the ChipScope ™
analyzer modules in the design_top module. This helps in monitoring traffic on the
user interface port with the ChipScope analyzer. When the generated design is run in
batch mode using ise_flow.bat in the design’s par folder, the CORE Generator
tool is called to generate ChipScope analyzer modules (that is, NGC files are
generated). Deselecting the Debug Signals Control option leaves the debug signals
unconnected in the design_top module. No ChipScope analyzer modules are
instantiated in the design_top module and no ChipScope analyzer modules are
generated by the CORE Generator tool. The debug port is always disabled for
functional simulations.
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Internal Vref Selection. Internal Vref can be used for data group bytes to allow the
use of the VREF pins for normal I/O usage. Internal Vref should only be used for data
rates of 800 Mb/s or below.

I0 Power Reduction. This option reduces the average I/O power by disabling DQ
and DQS IBUFs automatically whenever the controller is in the idle state.

Click Next to display the DCI description page (Figure 1-17).

REFERENCE
I DESIGN [H

Pin Compatible FPGAs v

<

Memory Selection
Controller Options v
AXI Parameter

Memory Options v

FPGA Options 4

10 Planning Options

System Signals Selection
Summary
Simulation Options

PCB Information

& XILINX.

- B

Internal Termination for High Range Banks

Select the internal termination {IN_TERM) impedance for the High Range (HR) banks. This setting applies only to the HR banks used in the interface.

Internal Termination Impedance [50 Ohms v] I

DDR3 SDRAM
Digitally Controlled Impedance (DCI)
The DCI (Digitally Controlled Impedance) /O standards are applied appropriately in High Performance banks. DQ and DQS5/DQS5# signals utilize DCI

standards (S5TL15_T_DCI for DQ's and DIFF_SSTL15_T_DCI for DQS and DQS5#). DCIis not used for the Address/Control output signals. Consult the
User Guide for more information and use IBIS simulation to determine the best termination strategy.

DCI Cascading Information

Select the DCI Cascade for cascading the DCI reference pins in the banks to obtain pin effidency. Refer to the MIG User Guide to know the rules for
selecting the Master-Slave banks.

DCI Cascade (=}

o] (o] (o

UGS586_c1_29_090511

Figure 1-17: DCI Description

Digitally Controlled Impedance (DCI). The DCI option allows the use of the FPGA’s
on-chip internal resistors for termination. DCI must be used for DQ and DQS/DQS#
signals. DCI cascade might have to be used, depending on the pinout and bank
selection. DClI is available in the High Performance Banks.

Internal Termination for High Range Banks. The internal termination option can be
set to 40, 50, or 60Q or disabled. This selection is only for High Range banks.

DCI Cascade. This selection enables the VRN/VRP pins that are available in High
Performance banks to allocate for the address/control and reset_n ports.
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e Pin/Bank Selection Mode. This allows the user to specify an existing pinout and
generate the RTL for this pinout, or pick banks for a new design. Figure 1-18 shows
the options for using an existing pinout. The user must assign the appropriate pins for
each signal. A choice of each bank is available to narrow down the list of pins. It is not
mandatory to select the banks prior to selection of the pins. Click Validate to check
against the MIG pinout rules. One cannot proceed until the MIG DRC has been
validated by clicking the Validate button.

# Xilinx Memory Interface Generator,

REFERENCE
DESIGN [H

Pin Selection For Controller 0 - DDR3 SDRAM

Signal Mame Bank Mumber Byte Mumber Fin Mumber I Standard L

Pin Compatible FPGAs
Memory Selection
Controller Dptions
AXI Parameter
Memory Options
FPGA Options

Extended FPGA Options

System Signals Selection
Summary

Simulation Dptions

PCB Information

Design Notes

<

<

1 ddr3_dq[0] | 34 j | T3 j | AD1
z ddr3_da[1] |34 j | T3 j | AEL
3 ddr3_da[z] | 34 j | T3 j | AES
4 ddr3_da[3] | 34 j | T3 j | AEZ
5 ddr3_da[4] | 34 j | T3 j | AEB
[} ddr3_dq[5] | 34 j | T3 j | AES
7 ddr3_da[&] | 34 j | T3 j | AF3
g ddr3_da[7] | 34 j | T3 j | AFz
9 ddr3_dq[a] | 33 j | T j | Wil
10 ddr3_da[9] | 33 j | T j | WE
11 ddr3_da[10] |33 j | T j | W7
1z ddr3_da[11] |33 j | T j | W
13 ddr3_da[12] |33 j | T j | W7
14 ddr3_da[13] |33 j | T j | W11
15 ddr3_da[14] |33 j | T j | W10
16 ddr3_da[15] |33 j | T j | Wa

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI =

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

S5TLIS_T_DCI

RO (I { R T T {{{C  C X [K'

17 ddr3_dm[0] | 34 j | T3 j | aD4 S5TLIS

18 ddr3_dm[1] | 33 j | 0 j | Wit S5TLIS

19 ddr3_dgs_p[0] |34 j|T3 j|m=5 DIFF_S5TL15_T_DCI

20 ddr3_dgs_n[0] | 34 j | T3 j | aF4 DIFF_S5TL15_T_DCI

21 ddr3_dgs_p[1] 33 ~|l1a |l wia DIFF_55TLIS_T DI %

A @ INFD 2002: Press "Yalidate™ to proceed. ’ Walidate ] I ReadUCF l ’ Save PinCut ]

’ User Guide ] ’ Wersion Info ]

Figure 1-18: Pin/Bank Selection Mode
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Bank Selection

This feature allows the selection of bytes for the memory interface. Bytes can be selected for

different classes of memory signals, such as:

® Address and control signals

* Data signals

Deselect Banks | I Restors Defaults

For customized settings, click Deselect Banks and select the appropriate bank and
memory signals. Click Next to move to the next page if the default setting is used.

To unselect the banks that are selected, click the Deselect Banks button. To restore the

Figure 1-19: Bank Selection

defaults, click the Restore Defaults button.

Vecaux_io groups are shown for HP banks in devices with these groups using dashed

[ < Back ][ Mext> ][ cancel

|
REFEREMCE Bank Selection For Controller 0 - DDR3 SDRAM
DESIGN [H]
Select the byte groups for the data and address/controlin the arciitectural view below. Data and Address,Control must be selected within 3 vertical
banks. The interface cannot span horizontzlly. *Bank 14 and 15 contain configuration pins. MIG tries to avoid usage of these banks for
default configurations. If bank 14 or 15 is selected for your memory controller, UCF should be verified te ensure no conflicts with the
configuration pin. For more information see UG536 Bank and Pin rules,
il Bank selection may be restricted to High Performance columns n order to meet the nterface datarate selected,
l Bddress/Cantrol: 26/26 @ Eaia: 1111 g
Byte Group... | Unassigned - | |
Pin Compatible FPGAs v Byte Group... | Unassigned [
Memory Selection L\ Byte Group... | Unassigned - |-
Controller Options L HR Barik HPBark
- . te - - -
o . Bank 14 Signal Sets it Bank 34 Signal Sets it |
Byte Group... | Unasigned - Byte Group... | Address/Cerl-0 =
Memary OF v Byte Group... | Unassigned - Byte Group... | Address/Ctrl-1 -
FPGA Options v Byte Group... | Unassigned | Byte Group... | Address/Ctrl-2 =
T v Byte Group... | Unassigned - |- Byte Group.. | DQ[D-7] - -
10 Planning Options v HR. Barik HP Bank.
Eank 13 Signal Sets it Bank 33 Signal Sets it |
Byte Group... | Unassigned - Byte Group... Unassigned x|
System Signals Selection Byte Group... | Unassigned - Byte Group.. | Unassigned -
Frore Byte Group... | Unassigned | Byte Group... |Unassigned all
Byte Group... | Unassigned - |- Byte Group... | Unassigned - -
Simulation Options
HR. Bank HP Bank
PCB Information N ; -
Bank 11 Signal Sete = Bank 32 Signal Sets |
I LE=Ealri= ByTe Gioug... | Unassigned - Byle Group.. |Unassigned =
Byte Group... | Unassigned - Byte Group... |Unassigned -l
Byte Group... | Unassigned [ Byte Group... | Unassigned gl
Byte Group... | Unassigned - Byte Group.. |Unassigned x| -

lines. Vccaux_io is common to all banks in these groups. The memory interface must have

the same Vccaux_io for all banks used in the interface. MIG automatically sets the

VCCAUX_IO constraint appropriately for the data rate requested.

For devices implemented with SSI technology, the SLRs are indicated by a number in the

header in each bank, for example, SLR 1. Interfaces cannot span across Super Logic

Regions.

7 Series FPGAs Memory
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Select the pins for the system signals on this page (Figure 1-20). The MIG tool allows the
selection of either external pins or internal connections, as desired.

REFERENCE
DESIGN [H]

Pin Compatible FPGAs
Memory Selection
Controller Options

AXI Parameter
Memory Options

FPGA Options
Extended FPGA Dptions
10 Planning Options

AU O O S S S S G ¢

Bank Selection

Summary
Simulation Options
FCB Information

Design Notes

& XILINX.

User Guide Version Info

System Signals Selection

Select the system pins below eppropriately for the nterface. Custonization of these pins can also be made in the UCF after the design is generated. For more
information see G536 Bank and Fin rules.

[3

System Qock Pin Selection -

The sys_clkis used as the system dock for the memory interface. This signal should be connected to a low jitter extemnal dock source via a differsntal
(PM) pair for best performance. This signal should be in the address/control bank, but may be placed in an adjacent bank if there are not enough pins
avallable such as when fitting a 15 bit interface in a single bank.

Signal Name Bank Number Pin Number

1 sys_clk_p/n 34 - "AC4,.’AC 3CC_PMN) -

Reference Clock Pin Selection

The dk_refinput iz used as the reference clock for the IODELAY. Refer the "7 Series FRGA SelectlO Resources User Guide™ for more information. This
input can be generated internally or can be connected to an external cock source on a dock capable differential (PM) pair.

Signal Name Bank Number Pin Number
1 clk_ref_pin Select Bank - " Mo connect - £
Status Signaks

These signals may be connected nternally to other logic or brought out to a pin.

» sys_rst: This input signal is used to reset the interface

= mit_calib_complete: This signal indcates that the inerface has completed calibration and memery intialzaton and is ready for commands.,
LOC constraint wil be generated in UCF for Example design only based on "Fin Number” selection below,

= error: This output signalindicates that the traffic genevatar in the Example Design has detected a data mismatch, This sonal does not exstin

the User Design.

Signal HName Dank Humber Fin Humber
1 sys_rst lSeIect Bank - " Me connect b
2 init_calib_complete lSeIect Bank V"NG connect b =
3 tg_compare_eror | Select Bank * ||[Me connect =

All pins must be constrained to specific locations in order to generate a bit file in the implementation phase (this is not required for
simulation).

[ < Back [ Next= ][ Cancel |

Figure 1-20: System Pins

sys_clk: This is the system clock input for the memory interface and is typically
connected to a low-jitter external clock source. Either a single input or a differential
pair can be selected based on the System Clock selection in the FPGA Options page
(Figure 1-16). The sys_clk input must be in the same column as the memory interface.
If this pin is connected in the same banks as the memory interface, the MIG tool
selects an I/O standard compatible with the interface, such as DIFF_SSTL15 or
SSTL15. If sys_clk is not connected in a memory interface bank, the MIG tool selects
an appropriate standard such as LVCMOS18 or LVDS. The UCF can be modified as
desired after generation.

clk_ref: This is the reference frequency input for the IDELAY control. This is a

200 MHz input. The clk_ref input can be generated internally or connected to an
external source. A single input or a differential pair can be selected based on the
System Clock selection in the FPGA Options page (Figure 1-16). The I/O standard is
selected in a similar way as sys_clk.

26 WWW. BDTI@‘%“@@TH / X%Ests emory Interface Solutions

UG586 April 24, 2012


http://www.xilinx.com

& XILINX.

Getting Started with the CORE Generator Tool

e sys_rst: This is the system reset input that can be generated internally or driven from
a pin. The MIG tool selects an appropriate I/O standard for the input such as
LVCMOS18 and LVCMOS25 for HP and HR banks, respectively.

e init_calib_complete: This output indicates that the memory initialization and
calibration is complete and that the interface is ready to use. The init_calib_complete
signal is normally only used internally, but can be brought out to a pin if desired.

¢ tg_compare_error: This output indicates that the traffic generator in the example
design has detected a data compare error. This signal is only generated in the example
design and is not part of the user design. This signal is not typically brought out to a
pin but can be, if desired.

Click Next to display the Summary page.

Summary

This page provides the complete details about the 7 series FPGA memory core selection,
interface parameters, CORE Generator tool options, and FPGA options of the active project
(Figure 1-21). In the EDK flow, this is the last screen, and clicking the Finish button
(replaces the Next button) saves the changes and returns the user to the XPS tool.

& Xilinx Memory Interface Generator

REFEREMCE Selected Compatihle Device(s] @ --— fo]
DESIGN [H
FPGA Options:
Clock Type : Differential
Debuy Port : OFF
Internal Vref : ensbled
Extended FPGAL Options:
ICI for DQ,DO3/DOZHE, DN i enabled

R e e e e R e e T

I Controller O *

Memory Model
PCB Information

Design Notes

& XILINX.

Rtt_WR - Dynawmic ODT (MRZ[10:91)

Bank Selections:
Bank: 15
Eyte Group TO:
Eyrte Group T1:

Pin Compatible FPGAs v P e e e e ey
Memory Selection 1" Controller Options :
Memory ¢ DDR3_SDRAM
Controller Dptions |4 Design Clock Frecuency : 1875 ps (533.33 MHz)
Memory Type : Components
AXI Parameter Memory Part : MT417128MaXE-125
Memory Dptions 14 E::;v;i;:; Fare(s) 16
FPGA Dptions 14 Data HMask : ensbled
CRDERING i Normal
Extended FPGA Options 14
Memory Options:
Bank Selection v Burst Length (MRO[1:0]) : & - Fixed
Read Burst Type (MRO[3]) : Zequential
System Signals Selection 4 CLS Latency [MRO[6:4]) &
Cutput Drive Jtrength (MR1[5,1]) : RIQFT
Rtt_NOM - ODT (MR1[9,6,2]) : REQA4

: Dynamic ODT off

iddress/Ctrl-0
Aodress/Crrl-1

Eyte Group TZ: DQro-7]
Byte Group T3: DR[E-15]
Reference Clock:

Signalleame: clk_ref p
PadLocation: AAI7(SRCC_P) I0%tandard: LVDS EBank: 32

Signalleme: clk_ref n
PadlLocation: LA1S(IRCC N} IDdtandard: LVD3 Bank: 32 ]

< Back H [t H Cancel ]

Figure

1-21: Summary
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Memory Model License

The MIG tool can output a chosen vendor’s memory model for simulation purposes (not
available in the EDK flow) for memories such as DDR2 or DDR3 SDRAMSs. To access the
models in the output sim folder, click the license agreement (Figure 1-22). Read the license
agreement and check the Accept License Agreement box to accept it. If the license
agreement is not agreed to, the memory model is not made available. A memory model is
necessary to simulate the design.

& ilinx Memory Interface Generator

REFERENCE e’
DESIGN [H

Micron Technology, Inc, Simulation Model License Agreement

PLEASE READ THIS SIMULATION MODEL LICEMNSE AGREEMENT ("AGREEMEMT") FROM MICRON TECHNOLOGY, INC,
("MTI") CAREFULLY BEFORE IMNSTALLIMNG OR USING THIS SIMULATION MODEL (THE "MODEL"), BY INSTALLIMNG OR
USIMG THE MODEL, ¥OU ARE ACCEPTIMG AMD AGREEING TO THE TERMS AND COMDITIONS OF THIS AGREEMENT. IF
YOU DO MOT AGREE WITH THE TERMS AND COMDITIONS OF THIS AGREEMENT, THEM DO MOT INSTALL OR USE THE

MODEL,

Pin Compatible FPGAs 14 o o ] ] ]
SOFTWARE LICEMSE: You acknowledge and agree that it is your sole responsibility to obtain the appropriate license

Memory Selection 124 ar permission from the owner(s) of the software platform{s) that are necessary for you to operate the Model, MTI is
under no obligation whatsoever to offer, provide or secure such license or permission for you,

Controller Options W

MODEL LICEMSE: MTI hereby grants to you the right to install, use and modify the Model solely for testing the Model
AXI Parameter and designing your product{s) in connection with the Model, You shall not use the Model or any modifications for any
other purpose, and shall not copy, rent, or lease the Model or the modifications to any third party., MTI may make
changes to the Model at any time without notice to you, MTI is under no obligation whatsoever to update, maintain,
or provide new versions or other support for the Model,

Memory Options

FPGA Dptions

OWHNERSHIP OF MATERIALS: You acknowledge and agree that the Model is proprietary property of MTI and is
protected by United States copyright law and international treaty provisions. The Model may not be copied,
reproduced, published, uploaded, posted, transmitted, or distributed in any way without MTI's prior written
permission. Except as expressly provided herein, MTI does not grant any express or implied right to vou under any
patents, copyrights, trademarks, or trade secret information. This Agreement does not convey to you an interest in
or to the Model, but only a limited right to use and modify the Model in accordance with the terms of this Agresment.

Extended FPGA Dptions
Bank Selection

System Signals Selection

AT O O G G ¢

Summary
DISCLAIMER OF WARRANTY: THE MODEL 1S PROVIDED "4S IS" WITHOUT WARRANTY OF ANY KIND, MTI EXPRESSLY
DISCLAIMS ALL WARRANTIES EXPRESS OR IMPLIED, INCLUDING BUT MOT LIMITED T, MOMIMFRIMGEMENT OF THIRD

. PARTY RIGHTS, 4ND &MY IMPLIED WARRAMTIES OF MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE,

PCB Information MTI DOES MOT WARRANT THAT THE MODEL WILL MEET ¥OUR REQUIREMENTS, OF THAT THE OPERATION OF THE 3
MODEL WILL BE UNINTERRUPTED OR ERROR-FREE. FURTHERMORE, MTI DOES MOT MAKE &MY REPRESEMTATIONS
REGARDIMNG THE USE OR THE RESULTS OF THE USE OF THE MODEL IN TERMS OF ITS CORRECTMESS, ACCURACY,
RELIARILITY, OR OTHERWISE. THE ENTIRE RISK ARISING OUT OF USE OR PERFORMANCE OF THE MODEL REMAINS

WITH YOU, IN NO EVEMT SHALL MTI, ITS AFFILIATED COMPAMIES OR THEIR SUPPLIERS BE LIABLE FOR &MY DIRECT,
INDIRECT, COMSEQUENTIAL, INCIDEMTAL, OR SPECIAL DAMAGES (INCLUDING, WITHOUT LIMITATION, DAMAGES FOR
LOSS OF PROFITS, BUSINESS INTERRUPTION, OR LOSS OF INFORMATIONY ARISING OUT OF ¥OUR USE OF OR

INABILITY TO USE THE MODEL, EVEN IF MTI HAS BEEM ADVISED OF THE POSSIBILITY OF SUCH DAMAGES, Because %

v
Check Accept or Decline ko proceed. By clicking Accept, memary madel will be outputted in autput simulation direckary, By clicking ® Accept O pecline
A ® Decline, you will need to acquire and configure a memory model appropriately, P

[ User Guide ] [ Wersion Info ] < Back ] I et = l [ Cancel ]

Design Notes

UG586_c1_39_110610
Figure 1-22: License Agreement

Click Next to move to PCB Information page.

PCB Information

This page displays the PCB-related information to be considered while designing the
board that uses the MIG tool generated designs. Click Next to move to the Design Notes

page.
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Design Notes

Click the Generate button (not available in the EDK flow) to generate the design files. The
MIG tool generates two output directories: example_design and user_design. After
generating the design, the MIG GUI closes.

Creating ISE Project Navigator Flow for MIG Example Design

Directory

Follow the CORE Generator tool MIG flow to create a design:

1. Change directory (cd) to the DESIGN_NAME/example_design/par directory.

2. Runthe create_ise. sh script, which runs the Tcl script called
set_ise_prop.tcl. This step creates a test .xise file.

3. Start the ISE Project Navigator tool and open the test .xise project.

Implement the example_top top module.

Structure and File Descriptions

Overview

Output Directory Structure

The MIG tool outputs (non-EDK flow) are generated with folder name <component
name>.

Note: In the EDK flow, the MIG project file is stored in <EDK Project
Directory>/data/<Instance Name>_mig_saved.prj and should be retained with the XPS
project. The MIG UCF with pin location information is written to <EDK Project

Directory>/_ xps/<Instance Name>/mig.ucf andis translated to an EDK core-level UCF at
<EDK Project Directory>/implementation/<Instance Name>_wrapper/<Instance
Name> . ucf during builds.

7 Series FPGAs Memory
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Figure 1-23 shows the output directory structure of the selected memory controller (MC)
design from the MIG tool. In the <component name> directory, three folders are created:

e docs
e example_design

® user_design

= IC0) mig_7series_wl 2
) daocs

= ) example_design
) par

= I rtl
1) traffic_gen

I sim
1) synith
= ) user_design

= I3 rtl
I clacking
) contraller
) ip_top
=) phy
) ui

1) ucf

Figure 1-23: Directory Structure

Directory and File Contents
The 7 series FPGAs core directories and their associated files are listed in this section.

<component name>/docs

The docs folder contains the PDF documentation.

<component name>/example_design/

The example_design folder contains four folders, namely, par, rt1, simand synth.
example_design/rtl

This directory contains the example design (Table 1-1).

Table 1-1: Modules in example_design/rtl Directory

Name Description

example_top.v/vhd This top-level module serves as an example for connecting
the user design to the 7 series FPGAs memory interface core.
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example_design/rtl/traffic_gen

This directory contains the traffic generator that provides the stimulus to the
7 series FPGAs memory controller (Table 1-2).

Table 1-2: Modules in example_design/rtl/traffic_gen Directory

Name

Description

memc_traffic_gen.v/vhd

This is the top level of the traffic generator.

cmd_gen.v/vhd

This is the command generator. This module provides
independent control of generating the types of
commands, addresses, and burst lengths.

cmd_prbs_gen.v/vhd

This is a pseudo-random binary sequence (PRBS)
generator for generating PRBS commands, addresses,
and burst lengths.

memc_flow_vcontrol.v/vhd

This module generates flow control logic between the
memory controller core and the cmd_gen,
read_data_path,andwrite_data_pathmodules.

read_data_path.v/vhd

This is the top level for the read datapath.

read_posted_fifo.v/vhd

This module stores the read command that is sent to
the memory controller, and its FIFO output is used to
generate expect data for read data comparisons.

rd_data_gen.v/vhd

This module generates timing control for reads and
ready signals tomcb_flow_control.v/vhd.

write_data_path.v/vhd

This is the top level for the write datapath.

wr_data_g.v/vhd

This module generates timing control for writes and
ready signals tomcb_flow_control.v/vhd.

s7ven_data_gen.v/vhd

This module generates different data patterns.

a_fifo.v/vhd

This is a synchronous FIFO using LUT RAMs.

data_prbs_gen.v/vhd

This is a 32-bit linear feedback shift register (LFSR) for
generating PRBS data patterns.

init_mem_ pattern_ctr.v/vhd

This module generates flow control logic for the traffic
generator.

traffic_gen_top.v/vhd

This module is the top level of the traffic generator and
comprises the memc_traffic_gen and
init_ mem_pattern_ctr modules.
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<component name>/example_design/par

Table 1-3 lists the modules in the example_design/par directory.

Table 1-3: Modules in example_design/par Directory

Name Description
example_top.ucf This is the UCF for the core and the example design.
create_ise.bat Double-clicking this file creates an ISE tools project that

contains the recommended build options for the design.
Double-clicking the ISE tools project file opens up the ISE tool
in GUI mode with all the project settings.

ise_flow.bat This script file runs the design through synthesis, build, map,
and par. This file sets all the required options and should be
referred to for the recommended build options for the design.

Caution! The ise_flow.bat file in the par folder of the <component name> directory
contains the recommended build options for the design. Failure to follow the recommended build
options could produce unexpected results.

<component nhame>/example_design/sim
Table 1-4 lists the modules in the example_design/sim directory.

Table 1-4: Modules in example_design/sim Directory

Name Description

ddr2_model.v These are the DDR2 and DDR3 SDRAM memory models.
ddr3_model.v

ddr2_model_parameters.vh | These files contain the DDR2 and DDR3 SDRAM
ddr3_model_parameters.vh | memory model parameter setting.

sim.do This is the ModelSim simulator script file.

sim_tb_top.v/vhd This is the simulation top file.

<component name>/user_design

The user_design folder contains two folders, namely, rt1, ucf and the user top level
module <component_name>.v/vhd. This top-level module serves as an example for
connecting the user design to the 7 series FPGA memory interface core.

user_design/rtl/clocking
This directory contains the user design (Table 1-5).

Table 1-5: Modules in user_design/rtl/clocking Directory

Name Description
clk_ibuf.v/vhd This module instantiates the input clock buffer.
iodelay_ctrl.v/vhd This module instantiates IDELAYCNTRL primitives
needed for IDELAY use.
infrastructure.v/vhd This module helps in clock generation and distribution,
and reset synchronization.
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user_design/rtl/controller

This directory contains the memory controller that is instantiated in the example design

(Table 1-6).

Table 1-6: Modules in user_design/rtl/controller Directory

Name

Description

arb_mux.v/vhd

This is the top-level module of arbitration logic.

arb_row_col.v/vhd

This block receives requests to send row and column
commands from the bank machines and selects one request, if
any, for each state.

arb_select.v/vhd

This module selects a row and column command from the
request information provided by the bank machines.

bank_cntrl.v/vhd

This structural block instantiates the three subblocks that
comprise the bank machine.

bank_common.v/vhd

This module computes various items that cross all of the bank
machines.

bank_compare.v/vhd

This module stores the request for a bank machine.

bank_mach.v/vhd

This is the top-level bank machine block.

bank_queue.v/vhd

This is the bank machine queue controller.

bank_state.v/vhd

This is the primary bank state machine.

col_mach.v/vhd

This module manages the DQ bus.

mc.v/vhd

This is the top-level module of the memory controller.

mem_intfc.v/vhd

This top-level memory interface block instantiates the
controller and the PHY.

rank_cntrl.v/vhd

This module manages various rank-level timing parameters.

rank_common.v/vhd

This module contains logic common to all rank machines. It
contains a clock prescaler and arbiters for refresh and periodic
read.

rank_mach.v/vhd

This is the top-level rank machine structural block.

round_robin_arb.v/vhd

This is a simple round-robin arbiter.

user_design/rtl/ip_top

This directory contains the user design (Table 1-7).

Table 1-7: Modules in user_design/rtl/ip_top Directory

Name

Description

mem_intfc.v/vhd

This is the top-level memory interface block that instantiates
the controller and the PHY.

memc_ui_top.v/vhd

This is the top-level memory controller module.

7 Series FPGAs Memory
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user_design/rtl/phy

This directory contains the 7 series FPGA memory interface PHY implementation

(Table 1-8).

Table 1-8: Modules in user_design/rtl/phy Directory

Name

Description

ddr_byte_group_io

This module contains the parameterizable I/O logic
instantiations and the I/O terminations for a single byte lane.

ddr_byte_lane

This module contains the primitive instantiations required
within an output or input byte lane.

ddr_calib_top

This is the top-level module for the memory physical layer
interface.

ddr_if_post_fifo

This module extends the depth of a PHASER IN_FIFO up to four
entries.

ddr_mc_phy

This module is a parameterizable wrapper instantiating up to
three I/O banks, each with 4-lane PHY primitives.

ddr_mc_phy_wrapper

This wrapper file encompasses the MC_PHY module
instantiation and handles the vector remapping between the
MC_PHY ports and the user's DDR2 or DDR3 ports.

ddr_of_pre._fifo

This module extends the depth of a PHASER OUT_FIFO up to
four entries.

ddr_phy_4lanes

This module is the parameterizable 4-lane PHY in an I/O bank.

ddr_phy_ck_addr_cmd_

delay

This module contains the logic to provide the required delay on
the address and control signals.

ddr_phy_dqgs_delay

This module contains the DQS to DQ phase offset logic.

ddr_phy_dgs_found_cal

This module contains the Read leveling calibration logic
(PHASER_IN DQSFOUND calibration logic).

ddr_phy_init

This module contains the memory initialization and overall
master state control during initialization and calibration.

ddr_phy_rdlvl

This module contains the Read leveling Stagel calibration logic
(Window detection with PRBS pattern).

ddr_phy_top

This is the top-level module for the physical layer.

ddr_phy_wrcal

This module contains the write calibration logic.

ddr_phy_wrlvl

This module contains the write leveling logic.

ddr_prbs_gen

This PRBS module uses a many-to-one feedback mechanism for
2n sequence generation.
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user_design/rtl/ui

This directory contains the user interface code that mediates between the native interface
of the memory controller and user applications (Table 1-9).

Table 1-9: Modules In user_design/rtl/ui Directory

Name Description
ui_cmd.v/vhd This is the user interface command port.
ui_rd_data.v/vhd This is the user interface read buffer. It reorders read data

returned from the memory controller back to the request order.

ui_wr_data.v/vhd This is the user interface write buffer.

ui_top.v/vhd This is the top level of the memory controller user interface.

<component name>/user_design/uct
Table 1-10 lists the modules in the user_design/ucf directory.

Table 1-10: Modules in user_design/ucf Directory

Name Description

<component_name>.ucf | This is the UCF for the core and the user design.

Verify Pin Changes and Update Design

This feature verifies the input UCF for bank selections, byte selections, and pin allocation.
It also generates errors and warnings in a separate dialog when the user clicks on the
Validate button on the page. This feature is useful to verify the UCF for any pinout changes
made after the design is generated from the MIG tool. The user must load the MIG
generated .prj file, the original .prj file without any modifications, and the UCF that
needs to be verified. In the CORE Generator tool, the recustomization option should be
selected to reload the project. The design is allowed to generate only when the MIG DRC is
met. Ignore warnings about validating the pinout, which is the intent. Just validating the
UCEF is not sufficient; it is mandatory to proceed with design generation to get the UCF
with updated clock and phaser related constraints and RTL top-level module for various
updated Map parameters.

Here are the rules verified from the input UCF:

e If a pinis allocated to more than one signal, the tool reports an error. Further
verification is not done if the UCF does not adhere to the uniqueness property.

*  Verified common rules:
e The interface can span across a maximum of three consecutive banks.
* Interface banks should reside in the same column of the FPGA.

* Interface banks should be either High Performance (HP) or High Range (HR). HP
banks are used for the high frequencies.

* The chosen interface banks should have the same SLR region if the chosen device
is of stacked silicon interconnect technology.

e  VREFI/Os should be used as GPIOs when an internal VREF is used or if there are
no inout and input ports in a bank.

® TheI/O standard of each signal is verified as per the configuration chosen.

7 Series FPGAs Memory
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¢ The VCCAUXI/O of each signal is verified and provides a warning message if
the provided VCCAUX /0O is not valid.

Verified data pin rules:

* Pins related to one strobe set should reside in the same byte group.

* The strobe pair (DQS) should be allocated to the DQSCC I/0O pair.

¢ An FPGA byte lane should not contain pins related to two different strobe sets.
* VREFI/O can be used only when the internal VREF is chosen.

Verified address pin rules:

® Address signals cannot mix with data bytes except for the ddr3_reset_n signal for
DDR3 SDRAM interfaces.

¢ Address signals cannot mix with data bytes except for the ddr2_reset_n signal for
DDR2 SDRAM interfaces. The ddr2_reset_n port exists for RDIMMSs only.

e It can use any number of isolated byte lanes

Verified system pin rules:

¢ System clock:
- These pins should be allocated to either SR/MR CC I/O pair.
- These pins must be allocated in the Memory banks column.

- If the selected system clock type is single-ended, need to check whether the
reference voltage pins are unallocated in the bank or internal VREF is used

e Reference clock:
- These pins should be allocated to either SR/MR CC I/O pair.

- If the selected system clock type is single-ended, need to check whether the
reference voltage pins are unallocated in the bank or internal VREF is used.

e Status signals:

- The sys_rst signal should be allocated in the bank where the VREFI/0O is
unallocated or internal VREEF is used.

- These signals should be allocated in the non-memory banks because the I/O
standard is not compatible. The I/O standard type should be LVCMOS with
at least 1.8V.

- These signals can be allocated in any of the columns (there is no hard
requirement because these signals should reside in a memory column);
however, it is better to allocate closer to the chosen memory banks.

Quick Start Example Design

Overview

After the core is successfully generated, the example design HDL can be processed
through the Xilinx implementation toolset.

Implementing the Example Design

The ise_flow.bat script file runs the design through synthesis, translate, map, and par,
and sets all the required options. See this file for the recommended build options for the
design.
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Simulating the Example Design (for Designs with the Standard User
Interface)

The MIG tool provides a synthesizable test bench to generate various traffic data patterns
to the memory controller (MC). This test bench consists of a memc_ui_top wrapper, a
traffic_generator that generates traffic patterns through the user interface to a
ui_top core, and an infrastructure core that provides clock resources to the
memc_ui_top core. A block diagram of the example design test bench is shown in
Figure 1-24.

ddr2_sim_tb_Top or Ddr3_sim_tb_Top

Example Design
User_design_top
lodelayctrl Infrastructure
Memc_ui_top
Ui_top Mem_Intfc
app_addr MC Phy_top
app_cmd cmd
app_en accept
app_rdy use_addr
- app_hi_pri bank_mach_next -
Traffic_gen_top <! | Jata buf addr DDR2/DDR3
Parameter: app_wdf_data - SDRAM
BEGIN_ADDR -«— app_wdf_end wr_data_en
EgIE 7PAEDF\E‘) TZ:LK app_wdf_mask wr_data_addr
- - app_wdf_wren wr_data_en
app_wdf_rdy wr_data_be
app_rd_data_end rd_data_en
app_rd_data_valid d_data
app_rd_data
error

UG586_c1_41_120311

Figure 1-24: Synthesizable Example Design Block Diagram

Figure 1-25 shows the simulation result of a simple read and write transaction between the
tb_top and memc_intfc modules.
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Address as data(0x...0e00) value are written
to data fifo when app_wdf_wren and the
app_wdf_end are asserted. A Write
command to 0xe00 is accepted here.

Read command to 0xd00
is accepted here

Memory User interface asserts
app_rd_data_valid signal to
indicate valid data (Ox...0d00)

returning from memory.

Figure 1-25: User Interface Read and Write Cycle

Traffic Generator Operation

The traffic generator module contained within the synthesizable test bench can be
parameterized to create various stimulus patterns for the memory design. It can produce
repetitive test patterns for verifying design integrity as well as pseudo-random data
streams that model real-world traffic.

The user can define the address range through the BEGIN_ADDRESS and
END_ADDRESS parameters. The Init Memory Pattern Control block directs the traffic
generator to step sequentially through all the addresses in the address space, writing the
appropriate data value to each location in the memory device as determined by the
selected data pattern. By default, the test bench uses the address as the data pattern, but the
data pattern in this example design can be modified using vio_data_mode signals that can
be modified within the ChipScope analyzer.

When the memory has been initialized, the traffic generator begins stimulating the user
interface port to create traffic to and from the memory device. By default, the traffic
generator sends pseudo-random commands to the port, meaning that the instruction
sequences (R/W, R, W, etc.) and addresses are determined by PRBS generator logic in the
traffic generator module.

The read data returning from the memory device is accessed by the traffic generator
through the user interface read data port and compared against internally generated
“expect” data. If an error is detected (that is, there is a mismatch between the read data and
expected data), an error signal is asserted and the readback address, readback data, and
expect data are latched into the error_status outputs.
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Modifying the Example Design

The provided example_top design comprises traffic generator modules and can be
modified to tailor different command and data patterns. A few high-level parameters can
be modified in the example_top.v/vhd module. Table 1-11 describes these parameters.

Table 1-11: Traffic Generator Parameters Set in the example_top Module
Parameter Parameter Description Parameter Value
FAMILY Indicates the family type. The value of this parameter is “VIRTEX7”.
MEMORY_TYPE Indicate the memory controller type. “DDR2”, “DDR3”
nCK_PER_CLK This is the memory controller clock to | This must be set to 4.

DRAM clock ratio.

NUM_DQ_PINS

The is the total memory DQ bus width.

This parameter supports DQ widths from 8 to
a maximum of 72 in increments of 8. The
available maximum DQ width is frequency
dependent on the selected memory device.

MEM_BURST_LEN

This is the memory data burst length.

This must be set to 8.

MEM_COL_WIDTH

This is the number of memory column
address bits.

This option is based on the selected memory
device.

DATA_WIDTH

This is the user interface data bus
width.

For nCK_PER_CLK =4,
DATA_WIDTH = NUM_DQ_PINS * 8.

ADDR_WIDTH

This is the memory address bus width.
It is equal to RANK_WIDTH +
BANK_WIDTH + ROW_WIDTH +
COL_WIDTH.

MASK_SIZE

This parameter specifies the mask
width in the user interface data bus.

PORT_MODE

Sets the port mode.

Valid setting for this parameter is:
BI_MODE: Generate a WRITE data pattern
and monitor the READ data for comparison.

BEGIN_ADDRESS

Sets the memory start address
boundary.

This parameter defines the start boundary for
the port address space. The least-significant
bits [3:0] of this value are ignored.

END_ADDRESS

Sets the memory end address
boundary.

This parameter defines the end boundary for
the port address space. The least-significant
bits [3:0] of this value are ignored.

PRBS_EADDR_MASK_POS

Sets the 32-bit AND MASK position.

This parameter is used with the PRBS address
generator to shift random addresses down into
the port address space. The END_ADDRESS
value is ANDed with the PRBS address for bit
positions that have a “1” in this mask.
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Table 1-11:

Traffic Generator Parameters Set in the example_top Module (Contd)

Parameter

Parameter Description

Parameter Value

CMD_PATTERN

This parameter sets the command
pattern circuits to be generated. For a
larger device, the CMD_PATTERN
can be set to “CGEN_ALL”. This
parameter enables all supported
command pattern circuits to be
generated. However, it is sometimes
necessary to limit a specific command
pattern because of limited resources in
a smaller device.

Valid settings for this signal are:

¢ CGEN_FIXED: The address, burst length,
and instruction are taken directly from the
fixed_addr_i, fixed_bl_i, and fixed_instr_i
inputs.

e CGEN_SEQUENTIAL: The address is
incremented sequentially, and the
increment is determined by the data port
size.

¢ CGEN_PRBS: A 32-stage linear feedback
shift register (LFSR) generates
pseudo-random addresses, burst lengths,
and instruction sequences. The seed can be
set from the 32-bit cmd_seed input.

e CGEN_ALL (default): This option turns on
all of the options above and allows
addr_mode_i, instr_mode_i,and bl_mode_i
to select the type of generation during run
time.
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Table 1-11: Traffic Generator Parameters Set in the example_top Module (Contd)

Parameter Parameter Description Parameter Value
DATA_PATTERN This parameter sets the data pattern | Valid settings for this parameter are:
circuits to be generated through rtl ¢ ADDR (default): The address is used as a
logic. For larger devices, the data pattern.

DATA_PATTERN can be set to ¢ HAMMER: All 1s are on the DQ pins

“DGEN_ALL", enablingall supported during the rising edge of DQS, and all 0s are

data pattern circuits to be generated. . . .
In hardware, the data pattern is ODth;I ¢ DQpins during the falling edge of

lected and h. d usi
selected and /or changed using ¢ WALKING1: Walking 1s are on the DQ pins

vio_data_value_mode. The pattern . S
can only be changed when and the starting position of 1 depends on

DATA_PATTERN is set to the address value.
DGEN_ALL. ¢ WALKINGO: Walking 0s are on the DQ pins

and the starting position of 0 depends on
the address value.

¢ NEIGHBOR: The Hammer pattern is on all
DQ pins except one. The address
determines the exception pin location.

¢ PRBS: A 32-stage LFSR generates random
data and is seeded by the starting address.

¢ DGEN_ALL: This option turns on all
available options:

0x1: FIXED - 32 bits of fixed_data.

0x2: ADDRESS - 32 bits address as data.
0x3: HAMMER

0x4: SIMPLES - Simple 8 data pattern that
repeats every 8 words.

0x5: WALKING1s - Walking 1s are on the
DQ pins.

0x6: WALKINGOs - Walking Os are on the
DQ pins.

0x7: PRBS - A 32-stage LFSR generates
random data.

0x9: SLOW HAMMER - This is the slow
MHz hammer data pattern.

OxF: PHY_CALIB pattern - OxFF, 00, AA, 55,
55, AA, 99, 66. This mode only generates
READ commands at address zero.

CMDS_GAP_DELAY This parameter allows pause delay Valid values: 0 to 32.
between each user burst command.

SEL_VICTIM_LINE Select a victim DQ line whose state is | This parameter only applies to the Hammer
always at logic High. pattern. Valid settings for this parameter are 0
to NUM_DQ_PINS.

When value = NUM_DQ_PINS, all DQ pins
have the same Hammer pattern.

EYE_TEST Force the traffic generator to only Valid settings for this parameter are “TRUE”
generate writes to a single location, and “FALSE”.
and no read transactions are When set to “TRUE”, any settings in
generated. vio_instr_mode_value are overridden.

Note: The traffic generator might support more options than are available in the 7 series memory controller. The settings must
match supported values in the memory controller.
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The command patterns instr_mode_i, addr_mode_i, bl_mode_i, and data_mode_i of the
traffic_gen module can each be set independently. The provided init_mem_pattern_ctr
module has interface signals that allow the user to modify the command pattern in real
time using the ChipScope analyzer virtual I/O (VIO).

This is the varying command pattern:

1.
2.

Set vio_modify_enable to 1.
Set vio_addr_mode_value to:
1: Fixed_address.

2: PRBS address.

3: Sequential address.

Set vio_bl_mode_value to:
1: Fixed bl.

2: PRBS bl. If bl_mode value is set to 2, the addr_mode value is forced to 2 to generate
the PRBS address.

Set vio_data_mode_value to:

0: Reserved.
1: FIXED data mode. Data comes from the fixed_data_i input bus.
2: DGEN_ADDR (default). The address is used as the data pattern.

3: DGEN_HAMMER. All 1s are on the DQ pins during the rising edge of DQS, and all
Os are on the DQ pins during the falling edge of DQS.

4: DGEN_NEIGHBOR. All 15 are on the DQ pins during the rising edge of DQS except
one pin. The address determines the exception pin location.

5: DGEN_WALKINGI1. Walking 1s are on the DQ pins. The starting position of 1
depends on the address value.

6: DGEN_WALKINGO0. Walking 0s are on the DQ pins. The starting position of 0
depends on the address value.

7: DGEN_PRBS. A 32-stage LFSR generates random data and is seeded by the starting
address. This data mode only works with PRBS address mode or Sequential address
mode.
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Modifying Port Address Space

The address space for a port can be modified by changing the BEGIN_ADDRESS and
END_ADDRESS parameters found in the top-level test bench file. These two values must
be set to align to the port data width. The two additional parameters,
PRBS_SADDR_MASK_POS and PRBS_EADDR_MASK_POS, are used in the default PRBS
address mode to ensure that out-of-range addresses are not sent to the port.
PRBS_SADDR_MASK_POS creates an OR mask that shifts PRBS-generated addresses
with values below BEGIN_ADDRESS up into the valid address space of the port.
PRBS_SADDR_MASK_POS should be set to a 32-bit value equal to the BEGIN_ADDRESS
parameter. PRBS_EADDR_MASK_POS creates an AND mask that shifts PRBS-generated
addresses with values above END_ADDRESS down into the valid address space of the
port. PRBS_EADDR_MASK_POS should be set to a 32-bit value, where all bits above the
most-significant address bit of END_ADDRESS are set to 1 and all remaining bits are set to
0. Table 1-12 shows some examples of setting the two mask parameters.

Table 1-12: Example Settings for Address Space and PRBS Masks
SADDR EADDR PRBS_SADDR_MASK_POS | PRBS_EADDR_MASK_POS
0x1000 OXFFFF 0x00001000 0xXFFFF0000
0x2000 OXFFFF 0x00002000 0xXFFFF0000
0x3000 OXFFFF 0x00003000 0xXFFFF0000
0x4000 O0XFFFF 0x00004000 0xFFFF0000
0x5000 OXFFFF 0x00005000 0xFFFF0000
0x2000 0x1FFF 0x00002000 0xFFFFE000
0x2000 O0x2FFF 0x00002000 OxXFFFFDOOO
0x2000 Ox3FFF 0x00002000 0xXFFFFCO000
0x2000 OxX4FFF 0x00002000 0xXFFFF8000
0x2000 0x5FFF 0x00002000 0xFFFF8000
0x2000 O0x6FFF 0x00002000 0xFFFF8000
0x2000 0x7FFF 0x00002000 0xFFFF8000
0x2000 0x8FFF 0x00002000 0xXFFFF0000
0x2000 0x9FFF 0x00002000 0xFFFF0000
0x2000 OXAFFF 0x00002000 0xFFFF0000
0x2000 0xXBFFF 0x00002000 0xFFFF0000
0x2000 0xCFFF 0x00002000 0xFFFF0000
0x2000 0xXDFFF 0x00002000 0xFFFF0000
0x2000 OXEFFF 0x00002000 0xFFFF0000
0x2000 OXFFFF 0x00002000 O0xFFFF000O0
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Traffic Generator Signal Description

Traffic generator signals are described in Table 1-13.

Table 1-13: Traffic Generator Signal Descriptions

Signal Name Direction Description

clk_i Input This signal is the clock input.

memc_init_done Input This is the input status signal from the memory controller to indicate
that it is ready accept traffic.

manual_clear_error Input | Input signal to clear error flag.

memc_cmd_addr_o[31:0] Output | Start address for current transaction.

memc_cmd_en_o Output | This active-High signal is the write-enable signal for the Command
FIFO.

memc_cmd_full_i Input This connects to inversion of app_rdy of memory controller. When this
input signal is asserted, TG continues to assert the memc_cmd_en_o,
memc_cmd_addr_o value and memc_cmd_instr until the
memc_cmd_full_i is deasserted.

memc_cmd_instr[2:0] Output | Command code for current instruction.
Command Write: 3 'b000
Command Read: 3'b001

memc_rd_data_i[DWIDTH-1:0] Input Read data value returning from memory.

memc_rd_empty_i Input This active-High signal is the empty flag for the Read Data FIFO in
memory controller. It indicates there is no valid data in the FIFO.

memc_rd_en_o Output | This signal is only used in MCB-like interface.

memc_wr_data_o[DWIDTH-1:0] Output | Write data value to be loaded into Write Data FIFO in memory
controller.

memc_wr_en_o Output | This active-High signal is the write enable for the Write Data FIFO. It
indicates that the value on memc_wr_data is valid.

memc_wr_full_i Input This active-High signal is the full flag for the Write Data FIFO from
memory controller. When this signal is High, TG holds the write data
value and keeps assertion of memc_wr_en until the memc_wr_full_i
goes Low.

qdr_wr_cmd_o Output | This signal is only used to send write commands to the QDRII+ user
interface.

vio_modify_enable Input Allow vio_xxxx_mode_value to alter traffic pattern.
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Table 1-13: Traffic Generator Signal Descriptions (Cont'd)

Signal Name

Direction

Description

vio_data_mode_value[3:0]

Input

Valid settings for this signal are:

0x0: Reserved.

0x1: FIXED - 32 bits of fixed_data as defined through fixed_data_i
inputs.

0x2: ADDRESS - 32 bits address as data. Data is generated based on
the logical address space. If a design has a 256-bit user data bus,
each write beat in the user bus would have a 256/8 address
increment in byte boundary. If the starting address is 1300, the data
is 1300, followed by 1320 in the next cycle. To simplify the logic, the
user data pattern is a repeat of the increment of the address value
bit[31:0].

0x3: HAMMER - All 1s are on DQ pins during the rising edge of
DQS, and all 0s are on the DQ pins during the falling edge of DQS,
except the VICTIM line as defined in the parameter
“SEL_VICTIM_LINE". This option is only valid if parameter
DATA_PATTERN = “DGEN_HAMMER” or “DGEN_ALL".

0x4: SIMPLES - Simple 8 data pattern that repeats every 8 words.
The patterns can be defined by the “simple_datax” inputs.

0x5: WALKING1s - Walking 1s are on the DQ pins. The starting
position of 1 depends on the address value. This option is only valid
if the parameter DATA_PATTERN = “DGEN_WALKING” or
“DGEN_ALL".

0x6: WALKINGOs - Walking Os are on the DQ pins. The starting
position of 0 depends on the address value. This option is only valid
if the parameter DATA_PATTERN = “DGEN_WALKINGO0” or
“DGEN_ALL".

0x7: PRBS - A 32-stage LFSR generates random data and is seeded
by the starting address. This option is only valid if the parameter
DATA_PATTERN = “DGEN_PRBS” or “DGEN_ALL".

0x9: SLOW HAMMER - This is the slow MHz hammer data pattern.

OxF: PHY_CALIB pattern - OxFF, 00, AA, 55, 55, AA, 99, 66. This
mode only generates READ commands at address zero. This is only
valid in the Virtex®-7 family.

vio_addr_mode_value[2:0]

Input

Valid settings for this signal are:

0x1: FIXED address mode. The address comes from the
fixed_addr_i input bus. With FIXED address mode, the data_mode
is limited to the fixed_data_input. No PRBS data pattern is
generated.

0x2: PRBS address mode (Default). The address is generated from
the internal 32-bit LFSR circuit. The seed can be changed through
the cmd_seed input bus.

0x3: SEQUENTIAL address mode. The address is generated from
the internal address counter. The increment is determined by the
user interface port width.
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Table 1-13: Traffic Generator Signal Descriptions (Cont'd)

Signal Name Direction Description
vio_instr_mode_value[3:0] Input Valid settings for this signal are:

¢ 0x1: Command type (read /write) as defined by fixed_instr_i.

* 0x2: Random read /write commands.

¢ OxE: Write only at address zero.

¢ 0xF: Read only at address zero.

vio_bl_mode_value[3:0] Input Valid settings for this signal are:

¢ 0x1: Fixed burst length as defined in the fixed_bl_i inputs.

e 0x2: The user burst length is generated from the internal PRBS
generator. Each burst value defines the number of back-to-back
commands that are generated.

vio_fixed_instr_value Input Valid settings are:
¢ 0x0: Write instruction
¢ 0x1: Read instruction

vio_fixed_bl_value Input Valid settings are 1 to 256.

vio_pause_traffic Input Pause traffic generation on the fly.

vio_data_mask_gen Input This mode is only used if the data mode pattern is address as data. If this
is enabled, a random memc_wr_mask is generated after the memory
pattern has been filled in memory. The write data byte lane is jammed
with 8'hFF if the corresponding memc_write_mask is asserted.

cmp_data[DWIDTH - 1:0] Output | Expected data to be compared with read back data from memory.

cmp_data_valid Output | Compare data valid signal.

cmp_error Output | This compare error flag asserts whenever cmp_data is not the same as
the readback data from memory.

error Output | This signal is asserted when the readback data is not equal to the
expected value.

error_status[n:0] Output | This signal latches these values when the error signal is asserted:

e [31:0]: Read start address

e [37:32]: Read burst length

e [39:38]: Reserved

e [40]: mcb_cmd_full

e [41]: mcb_wr_full

e [42]: mcb_rd_empty

e [64 + (DWIDTH - 1):64]: expected_cmp_data

e [64 + 2*DWIDTH - 1):64 + DWIDTH]: read_data

simple_data0[31:0] Input User-defined simple data 0 for simple 8 repeat data pattern.
simple_data1[31:0] Input User-defined simple data 1 for simple 8 repeat data pattern.
simple_data2[31:0] Input User-defined simple data 2 for simple 8 repeat data pattern.
simple_data3[31:0] Input User-defined simple data 3 for simple 8 repeat data pattern.
simple_data4[31:0] Input User-defined simple data 4 for simple 8 repeat data pattern.
simple_data5[31:0] Input User-defined simple data 5 for simple 8 repeat data pattern.
simple_data6[31:0] Input User-defined simple data 6 for simple 8 repeat data pattern.
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Table 1-13: Traffic Generator Signal Descriptions (Cont'd)

Signal Name

Direction Description

simple_data7[31:0]

Input User-defined simple data 7 for simple 8 repeat data pattern.

fixed_data_i[31:0]

Input User-defined fixed data pattern.

fixed_instr_i[2:0]

Input User-defined fixed command pattern.
000: Write command

001: Read command

fixed_bl_i[5:0]

Input User-defined fixed burst length. Each burst value defines the number
of back to back commands that are generated.

Memory Initialization and Traffic Test Flow

After power up, the Init Memory Control block directs the traffic generator to initialize the
memory with the selected data pattern through the memory initialization procedure.

Memory Initialization

1.

O ® N U N

The data_mode_i input is set to select the data pattern (for example, data_mode_i[3:0]
= 0010 for the address as the data pattern).

The start_addr_i input is set to define the lower address boundary.

The end_addr_i input is set to define the upper address boundary.

bl_mode_i is set to 01 to get the burst length from the fixed_bl_i input.

The fixed_bl_i input is set to either 16 or 32.

instr_mode_i is set to 0001 to get the instruction from the fixed_instr_i input.

The fixed_instr_i input is set to the “WR” command value of the memory device.
addr_mode_i is set to 11 for the sequential address mode to fill up the memory space.

mode_load_i is asserted for one clock cycle.

When the memory space is initialized with the selected data pattern, the Init Memory
Control block instructs the traffic generator to begin running traffic through the traffic test
flow procedure (by default, the addr_mode_i, instr_mode_i, and bl_mode_i inputs are set
to select PRBS mode).

Traffic Test Flow

1.
2.

The addr_mode_i input is set to the desired mode (PRBS is the default).

The cmd_seed_i and data_seed_i input values are set for the internal PRBS generator.
This step is not required for other patterns.

The instr_mode_i input is set to the desired mode (PRBS is the default).
The bl_mode_i input is set to the desired mode (PRBS is the default).

The data_mode_i input should have the same value as in the memory pattern
initialization stage detailed in Memory Initialization.

The run_traffic_i input is asserted to start running traffic.

If an error occurs during testing (for example, the read data does not match the
expected data), the error bit is set until reset is applied.

Upon receiving an error, the error_status bus latches the values defined in Table 1-13,
page 44.

7 Series FPGAs Memory
UG586 April 24, 2012

wervBD T ECizom/XILIN X a7


http://www.xilinx.com

Chapter 1: DDR3 and DDR2 SDRAM Memory Interface Solution & XILINX.

With some modifications, the example design can be changed to allow addr_mode_i,
instr_mode_i, and bl_mode_i to be changed dynamically when run_traffic_i is deasserted.
However, after changing the setting, the memory initialization steps need to be repeated to
ensure that the proper pattern is loaded into the memory space.

Note:

*  When the chip select option is disabled, the simulation test bench always ties the
memory model chip select bit(s) to zero for proper operation.

*  When the data mask option is disabled, the simulation test bench always ties the
memory model data mask bit(s) to zero for proper operation.

Simulating the Example Design (for Designs with the AXI4 Interface)

The MIG tool provides a synthesizable AXI4 test bench to generate various traffic patterns
to the memory controller. This test bench consists of an instance of user design (memory
controller) with AXI4 interface, a traffic_generator (axi4_tg) that generates traffic patterns
through the AXI4 interface of the controller as shown in Figure 1-26. The infrastructure
block inside the user design provides clock resources to both the controller and the traffic
generator. Figure 1-26 shows a block diagram of the example design test bench. The details
of the clocks in Figure 1-26 are provided in Clocking Architecture, page 69.

<USER_DESIGN component
(mig _7series _vx_x)>

—sys_clk_pr mmcm _clk
clk _ibuf
—sys_clk_n{
——Ssys_rst—#| clk _ref (IDELAYCTRL )
iodelay _
—clk _ref_p1s .
ctrl iodelay _ctrl _rdy
AXI RST —clk _ref_n
Logic /
|<e—ui_clk _sync _rst—4— -
aresetn ovs rst—te ‘ rst
. yS _Irst— i >
axi4_tg v rst 7pﬁassr _ref
l«— ui_clk
clk (Fabric /PHY logic)
infrastructure >
mem _refclk _| memc _ui_top _axi DDRx
freq_refclk "] (Controller with <+ Memory
Sync_puise 1 AXI4 interface +
Traffic  |<g—| AXI Il Igcked ~ o
Generator Wrapper P >
ref_dll _lock

-

init _calib _complete

AXI| Data and Control Ports

A
Y

X12413

Figure 1-26: Synthesizable Example Design Block for AXI4 Interface
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Figure 1-27 shows the simple write transaction being performed on the AXI4 interface.
This transaction consists of a command phase, a data phase, and a response phase. This
follows the standard AXI4 protocol.

Figure 1-27: AXIl4 Interface Write Cycle

Figure 1-28 shows a simple read transaction being performed on the AXI4 interface. This
transaction consists of a command phase and data phase. This follows the standard AXI4
protocol.

Figure 1-28: AXI4 Interface Read Cycle

The example design generated when the AXI4 interface is selected as the user interface is
different compared to the standard traffic generator user interface. The intent of this
synthesizable test bench is to verify the basic AXI4 transactions as well as the memory
controller transactions. However, this test bench does not verify all memory controller
features and is aimed at verifying the AXI4 SHIM features. Table 1-14 shows the signals of
interest during verification of the AXI4 test bench. These signals can be found in the
example_top module.
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Table 1-14: Signals of Interest During Simulation for the AXI4 Test Bench

Signal Description
When asserted, this signal indicates that the current round of tests with
test_cmptd random reads and writes is completed. This signal is deasserted when a

new test starts.

write_cmptd

This signal is asserted for one clock indicating that the current write
transaction is completed.

cmd_err

When asserted, this signal indicates that the command phase of the AXI4
transaction (read or write) has an error.

write_err

When asserted, this signal indicates that the write transaction to memory
resulted in an error.

dbg_wr_sts_vld

When asserted, this signal indicates a valid status for the write
transaction on the dbg_wr_sts bus. This signal is asserted even if the
write transaction does not complete.

This signal has the status of the write transaction. The details of the status

dbg_wr_sts are given in Table 1-15.

This signal is asserted for one clock indicating that the current read
read_cmptd .

transaction is completed.
read err When asserted, this signal indicates that the read transaction to the

memory resulted in an error.

dbg_rd_sts_vld

When asserted, this signal indicates a valid status for the read transaction
on the dbg_rd_sts bus. This signal is asserted even if the read transaction
does not complete.

dbg_rd_sts

This signal has the status of the read transaction. The details of the status
are given in Table 1-16.

The initialization and the calibration sequence remain the same as that indicated in
Simulating the Example Design (for Designs with the Standard User Interface), page 37.
The status that is generated for a write transaction can be found in Figure 1-29.

e

Figure 1-29: Status for the Write Transaction

Table 1-15: Debug Status for the Write Transaction

Bits Status Description
1:0 Write response received for AXI
5:2 Response ID for the write response
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Table 1-15: Debug Status for the Write Transaction (Contd)

Bits Status Description

AXI wrapper write FSM state when timeout (watchdog timer should be
enabled) occurs:

e 3'b001: Data write transaction
* 3'b010: Waiting for acknowledgment for written data
* 3'b011: Dummy data write transaction

8:6

* 3'b100: Waiting for response from the response channel

15:9 Reserved

16 Command error occurred during a write transaction.

17 Write error occurred. The write transaction could not be completed.

Data pattern used for the current transaction:
* 000:5A and A5

* 001: PRBS pattern

20:18 * 010: Walking zeros

e 011: Walking ones

¢ 100: All ones

* 101: All zeros

31:21 Reserved

The status generated for a read transaction is shown in Figure 1-30.

4
4
-
4
4
4
4
P

[+]

Figure 1-30: Status for the Read Transaction

Table 1-16: Debug Status for the Read Transaction

Bits Status Description
0 Read error response on AXI
1 Incorrect response ID presented by the AXI slave

AXIwrapper read FSM state when timeout (watchdog timer should be
30 enabled) occurs:
' * 2'b01: Read command transaction

e 2'b10: Data read transaction
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Table 1-16: Debug Status for the Read Transaction (Cont’d)

Bits Status Description
15:4 Reserved
16 Command error occurred during read transaction
17 Read error occurred, read transaction could not be completed
18 Data mismatch occurred between the written data and read data
26:19 Pointer value for which the mismatch occurred

Data pattern used for the current check:
* 000:5A and A5

* 001: PRBS pattern

29:27 * 010: Walking zeros

* 011: Walking ones

* 100: All ones

¢ 101: All zeros

31:30 Reserved

Calibration and other DDR data read and write transactions are similar to what is
described in Simulating the Example Design (for Designs with the Standard User

Interface), page 37. The AXI4 write and read transactions are started only after the
init_calib_complete signal is asserted.

Setting Up for Simulation

The Xilinx UNISIM library must be mapped into the simulator. The test bench provided
with the example design supports these pre-implementation simulations:

¢ The test bench, along with vendor’s memory model used in the example design

e The RTL files of the memory controller and the PHY core, created by the MIG tool

To run the simulation, go to this directory:
<project_dir>/<example_design>/sim

ModelSim is the only supported simulation tool. The simple test bench can be run using
ModelSim by executing the sim. do script.

Getting Started with EDK

EDK provides an alternative package to the RTL created by the MIG tool in the

CORE Generator tool. The IP catalog in XPS contains the IP core axi_7series_ddrx
with the same RTL that is provided by the MIG tool. The difference is that the RTL is
packaged as an EDK pcore suitable for use in embedded processor based systems. The
axi_7series_ddrx pcore only provides an AXI4 slave interface to DDR2 or DDR3
SDRAM in Verilog.

The simplest way to get started with the axi_7series_ddrx memory controller is to use
the base system builder (BSB) wizard in XPS. The BSB guides the user through a series of
options to provide an entire embedded project with an optional axi_7series_ddrx
memory controller. If the memory controller is selected, an already configured, connected,
and tested axi_7series_ddrx controller is provided for a particular reference board
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such as the KC705 board. For more information on BSB, see chapter 2 of EDK Concepts,
Tools, and Techniques. [Ref 5]

When starting with a new project, the axi_7series_ddrx IP can be added to the design
by dragging the memory controller into the project from the IP catalog. The
axi_7series_ddrx IP is configured using the same MIG tool used in the

CORE Generator tool and therefore the GUI flow is as described in Getting Started with
the CORE Generator Tool, page 7. However, instead of generating the RTL top-level
wrappers with the parameters already set, the MIG tool sets the parameters for the RTL in
the XPS MHS file and in a MIG . prj file. From the parameters in the MHS along with the
MIG .prj file, the pcore is able to generate the correct constraints and parameter values
for itself during the XPS Platform Generator (PlatGen) tool. Because the pcore is only a
component in the system, the clock/reset structure must also be configured in XPS and is
not automatically generated, as in the RTL in the CORE Generator tool. After the IP is
configured and the ports are connected, XPS is used to perform all other aspects of IP
management, including generating a bitstream and running simulations. In general,
parameters described in this document for the memory controller can be converted to the
EDK syntax. This requires all parameters to be upper case and prefixed with “C_.” For
more information about EDK and XPS, see EDK Concepts, Tools, and Techniques [Ref 5] and
the Embedded System Tools Reference Manual [Ref 6].

EDK Clocking

Because the pcore is only a component in the system, the clock/reset structure must also be
configured in XPS and is not automatically generated as in the RTL in the CORE Generator
tool. Clocking is described in Clocking Architecture, page 69. These clocking signals are
used:

¢ freq_refclk: either 1x memory clock with fine phase shift of 45 degrees enabled for
memory frequencies greater than or equal to 400 MHz or 2x memory clock frequency
for frequencies between 200-400 MHz. Ensure that this clock meets the 400-933 MHz
requirement.

¢ mem_refclk: 1x memory clock frequency

* sync_pulse: 0.0625 x memory clock. This signal must have a duty cycle of 1/16 or
6.25%.

e clk_ref: IDELAYCTRL reference clock, usually 200 MHz.

¢ clk: 0.25x memory clock in 4:1 mode and 0.5x the memory clock in 2:1 mode.

Here is an example portion of an EDK clock generator instantiation with associated
axi_7series_ddrx port connections:

BEGIN clock_generator
PARAMETER INSTANCE = clock_generator_0

PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER
PARAMETER

HW_VER = 4.03.a
C_CLKIN_FREQ = 200000000
C_CLKOUTO_FREQ = 400000000
C_CLKOUTO_GROUP = PLLEO
C_CLKOUTO_BUF = FALSE
C_CLKOUTO_PHASE = 45
C_CLKOUT1_FREQ = 400000000
C_CLKOUT1_GROUP = PLLEO
C_CLKOUT1_BUF = FALSE
C_CLKOUT2_FREQ = 25000000
C_CLKOUT2_GROUP = PLLEO
C_CLKOUT2_BUF = FALSE
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PARAMETER C_CLKOUT2_PHASE = 10
PARAMETER C_CLKOUT2_DUTY_CYCLE = 0.0625
PARAMETER C_CLKOUT3_FREQ = 100000000
PARAMETER C_CLKOUT3_GROUP = PLLEO
PARAMETER C_CLKOUT3_BUF = TRUE
PARAMETER C_CLKOUT4_FREQ = 200000000
PARAMETER C_CLKOUT4_GROUP = NONE
PARAMETER C_CLKOUT4_BUF = TRUE
PARAMETER C_CLKFBOUT_BUF = FALSE
PARAMETER C_CLKOUT5_FREQ = 50000000
PARAMETER C_CLKOUT5_GROUP = PLLEO
PARAMETER C_CLKOUT5_BUF = TRUE

PORT CLKOUTO = freq refclk
PORT CLKOUT1 = mem_refclk
PORT CLKOUT2 = sync_pulse
PORT CLKOUT3 = sys_clk_s
PORT CLKOUT4 = clk_ref
PORT CLKOUTS5 = sys_clk axilite_s
PORT CLKIN = dcm_clk_s
PORT LOCKED = proc_sys_reset_0_Dcm_locked
PORT RST = sys_rst_s
END

XPS is used to perform all other aspects of IP management, including generating a
bitstream and running simulations. In general, parameters described in this document for
the memory controller can be converted to the EDK syntax. This requires all parameters to
be uppercase and prefixed with “C_.” For example, behavioral simulation run time can be
improved by adding this MHS parameter to the axi_7series_ddrx instantiation:

PARAMETER C_SIM_BYPASS_INIT_CAL = FAST

AXl4 Interface Connection

After connecting clocks, the slave AXI4 interface is typically connected to an AXI
Interconnect core in the Bus Interfaces tab of the XPS System Assembly view. The primary
AXI4 interface is called S_AXI.

To close timing of the AXI4 interface, it might be necessary to enable register slices from
either the MIG tool or the AXI Interconnect GUI.

Note: The native AXI4 interface width is 8x the width of the memory width in 4:1 mode and 4x the
width in 2:1 mode.

External Ports

The external memory signals can be brought out of the EDK system in the Ports tab of the
XPS System Assembly view by choosing Make Ports External for the (BUS_IF) M_AXI
interface collection.

AX| Address

The base and high address range definitions that the memory controller responds to can be
set in the Addresses tab of the System Assembly view. For more information about EDK
and XPS, see EDK Concepts, Tools, and Techniques [Ref 5] and the Embedded System Tools
Reference Manual [Ref 6].
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Simulation Co

nsiderations

The simplest approach to simulate a design using axi_7series_ddrx is to use the test bench
generator called SimGen in the EDK XPS. SimGen automatically connects stimulus to the
top-level clock and resets. It also connects the correct memory model to the
axi_7series_ddrx external ports. If an ELF file is provided, SimGen also loads the ELF file
into memory.

Note: axi_7series_ddrx does not support structural simulation because it is not a supported flow for
the underlying MIG PHYs. Structural simulation is therefore not recommended.

axi_7series_ddrx simulation should be performed in the behavioral/functional level. It
requires a simulator capable of mixed mode Verilog and VHDL language support.

It might be necessary for the test bench to place weak pull-down resistors on all DQ and
DQS signals so that the calibration logic can resolve logic values under simulation.
Otherwise, “X” propagation of input data might cause simulation of the calibration logic to
fail.

For behavioral simulation, the clk, mem_refclk, freq_refclk, and sync_pulse ports of
axi_7series_ddrx must be completely phase-aligned.

The initialization and calibration sequences are automatically shortened in behavioral
simulation to greatly reduce simulation time. To simulate full initialization and calibration,
edit the MHS to add this line to the axi_7series_ddrx pcore section:

parameter C_SIM BYPASS_ INIT_CAL = SIM INIT_CAL_FULL

This requires you to run simulations into the millisecond range.

Core Architecture

Overview

This section describes the architecture of the 7 series FPGAs memory interface solutions
core, providing an overview of the core modules and interfaces.

The 7 series FPGAs memory interface solutions core is shown in Figure 1-31.
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Figure 1-31: 7 Series FPGAs Memory Interface Solution
User Design

DDR2/DDR3
SDRAM

UGS586_c1_43_120311

The user design block shown in Figure 1-31 is any FPGA design that requires to be
connected to an external DDR2 or DDR3 SDRAM. The user design connects to the memory
controller via the user interface. An example user design is provided with the core.

AXIl4 Slave Interface Block

The AXI4 slave interface maps AXI4 transactions to the Ul to provide an industry-standard
bus protocol interface to the memory controller.

User Interface Block and User Interface

The Ul block presents the Ul to the user design block. It provides a simple alternative to the
native interface by presenting a flat address space and buffering read and write data.

Memory Controller and Native Interface

The front end of the memory controller (MC) presents the native interface to the Ul block.
The native interface allows the user design to submit memory read and write requests and
provides the mechanism to move data from the user design to the external memory device,
and vice versa. The back end of the memory controller connects to the physical interface
and handles all the interface requirements to that module. The memory controller also
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provides a reordering option that reorders received requests to optimize data throughput
and latency.

PHY and the Physical Interface

The front end of the PHY connects to the memory controller. The back end of the PHY
connects to the external memory device. The PHY handles all memory device signal
sequencing and timing.

IDELAYCTRL

An IDELAYCTRL is required in any bank that uses IDELAYs. IDELAYs are associated with
the data group (DQ). Any bank/clock region that uses these signals require an
IDELAYCTRL.

The MIG tool instantiates one IDELAYCTRL and then uses the IODELAY_GROUP
attribute (see the iodelay_ctrl.v/.vhd module). Based on this attribute, the ISE tool
properly replicates IDELAYCTRLs as needed within the design.

The IDELAYCTRL reference frequency should be set to 200 MHz. Based on the
IODELAY_GROUP attribute that is set, the ISE tool replicates the IDELAYCTRLs for each
region where the IDELAY blocks exist. When a user creates a multi-controller design on
their own, each MIG output has the component instantiated with the primitive. This
violates the rules for IDELAYCTRLs and the usage of the IODELAY_GRP attribute.
IDELAYCTRLSs need to have only one instantiation of the component with the attribute set
properly, and allow the tools to replicate as needed.

User Interface

The Ul is shown in Table 1-17 and connects to an FPGA user design to allow access to an
external memory device.

Table 1-17: User Interface

Signal Direction Description
app_addr[ADDR_WIDTH -1:0] | Input | Thisinputindicates the address for the current
request.
app_cmd[2:0] Input | This input selects the command for the current
request.
app_en Input | This is the active-High strobe for the

app_addr[], app_cmd[2:0], app_sz, and
app_hi_pri inputs.

app_rdy Output | This output indicates that the Ul is ready to
accept commands. If the signal is deasserted
when app_en is enabled, the current app_cmd
and app_addr must be retried until app_rdy is

asserted.
app_hi_pri Input | This active-High input elevates the priority of
the current request.
app_rd_data Output | This provides the output data from read
[APP_DATA_WIDTH - 1:0] commands.
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Table 1-17: User Interface (Cont’d)

Signal Direction Description

app_rd_data_end Output | This active-High output indicates that the
current clock cycle is the last cycle of output
data on app_rd_datal].

app_rd_data_valid Output | This active-High output indicates that
app_rd_data[] is valid.

app_sz Input | This input is reserved and should be tied to 0.

app_wdf_data Input | This provides the data for write commands.

[APP_DATA_WIDTH - 1:0]

app_wdf_end Input | This active-High input indicates that the
current clock cycle is the last cycle of input data
on app_wdf_data[].

app_wdf_mask Input | This provides the mask for app_wdf_data[].

[APP_MASK_WIDTH - 1:0]

app_wdf_rdy Output | This output indicates that the write data FIFO
is ready to receive data. Write data is accepted
when app_wdf_rdy = 1'bl and
app_wdf_wren=1'bl.

app_wdf_wren Input | This is the active-High strobe for
app_wdf_datal].

app_correct_en_i Input | When asserted, this active-High signal corrects
single bit data errors. This input is valid only
when ECC is enabled in the GUL In the
example design, this signal is always tied to 1.

app_sr_req Input | This input is reserved and should be tied to 0.

app_sr_active Output | This output is reserved.

app_ref_req Input | This active-High input requests that a refresh
command be issued to the DRAM.

app_ref_ack Output | This active-High output indicates that the
memory controller has sent the requested
refresh command to the PHY interface.

app_zq_req Input | This active-High input requests that a ZQ
calibration command be issued to the DRAM.

app_zq_ack Output | This active-High output indicates that the
memory controller has sent the requested ZQ
calibration command to the PHY interface.

clk Input | This UI clock must be a quarter of the DRAM
clock.

clk_mem Input | This is a full-frequency memory clock.

init_calib_complete Output | PHY asserts init_calib_complete when

calibration is finished.
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Table 1-17: User Interface (Cont’d)

Signal

Direction

Description

app_ecc_multiple_err[7:0]1) Output

This signal is applicable when ECC is enabled
and is valid along with app_rd_data_valid. The
app_ecc_multiple_err[3:0] signal is non-zero if
the read data from the external memory has
two bit errors per beat of the read burst. The
SECDED algorithm does not correct the
corresponding read data and puts a non-zero
value on this signal to notify the corrupted read
data at the UL

rst

Input

This is the active-High Ul reset.

Notes:

1. This signal is brou
when ECC is enab

R

ed.

ht up to the memc_ui_top module level only. This signal should only be used

app_addrfADDR_WIDTH — 1:0]

This input indicates the address for the request currently being submitted to the UL The Ul
aggregates all the address fields of the external SDRAM and presents a flat address space
to the user.

app_cmd[2:0]

This input specifies the command for the request currently being submitted to the UL The
available commands are shown in Table 1-18.

Table 1-18: Commands for app_cmd[2:0]

Operation app_cmd[2:0] Code
Read 001
Write 000

app_en

This input strobes in a request. The user must apply the desired values to app_addr([],
app_cmd[2:0], and app_hi_pri, and then assert app_en to submit the request to the Ul This
initiates a handshake that the Ul acknowledges by asserting app_rdy.

app_hi_pri

This input indicates that the current request is a high priority.

app_wdf_data[APP_DATA_WIDTH — 1:0]

This bus provides the data currently being written to the external memory.

app_wdf_end

This input indicates that the data on the app_wdf_data[] bus in the current cycle is the last
data for the current request.
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app_wdf_mask[APP_MASK_WIDTH — 1:0]

This bus indicates which bits of app_wdf_data[] are written to the external memory and
which bits remain in their current state.

app_wdf_wren

This input indicates that the data on the app_wdf_data[] bus is valid.

app_rdy

This output indicates to the user whether the request currently being submitted to the Ul is
accepted. If the Ul does not assert this signal after app_en is asserted, the current request
must be retried. The app_rdy output is not asserted if:

e PHY/Memory initialization is not yet completed

e All the bank machines are occupied (can be viewed as the command buffer being
full)

- Aread is requested and the read buffer is full
- A write is requested and no write buffer pointers are available

¢ A periodic read is being inserted

app_rd_data[APP_DATA_WIDTH — 1:0]

This output contains the data read from the external memory.

app_rd_data_end

This output indicates that the data on the app_rd_data[] bus in the current cycle is the last
data for the current request.

app_rd_data_valid

This output indicates that the data on the app_rd_data[] bus is valid.

app_wdf_rdy

This output indicates that the write data FIFO is ready to receive data. Write data is
accepted when both app_wdf_rdy ad app_wdf_wren are asserted.

app_ref_req

When asserted, this active-High input requests that the memory controller send a refresh
command to the DRAM. It must be pulsed for a single cycle to make the request and then
deasserted at least until the app_ref_ack signal is asserted to acknowledge the request and
indicate that it has been sent.

app_ref_ack

When asserted, this active-High input acknowledges a refresh request and indicates that
the command has been sent from the memory controller to the PHY.
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app_zq_req

When asserted, this active-High input requests that the memory controller send a ZQ
calibration command to the DRAM. It must be pulsed for a single cycle to make the request
and then deasserted at least until the app_zq_ack signal is asserted to acknowledge the
request and indicate that it has been sent.

app_zq_ack

When asserted, this active-High input acknowledges a ZQ calibration request and
indicates that the command has been sent from the memory controller to the PHY.

rst
This is the reset input for the UL

clk
This is the input clock for the UL It must be a quarter the frequency of the clock going out
to the external SDRAM.

clk_mem

This is a full-frequency clock provided from the MMCM and should only be used as an
input to the OSERDES.

init_calib_complete

PHY asserts init_calib_complete when calibration is finished. The application has no need
to wait for init_calib_complete before sending commands to the memory controller.

AXIl4 Slave Interface Block

The AXI4 slave interface block maps AXI4 transactions to the Ul interface to provide an
industry-standard bus protocol interface to the memory controller. The AXI4 slave
interface is optional in designs provided through the MIG tool. The AXI4 slave interface is
required with the axi_7series_ddrx memory controller provided in EDK. The RTL is
consistent between both tools. For details on the AXI4 signaling protocol, see the ARM
AMBA specifications [Ref 3].

The overall design is composed of separate blocks to handle each AXI channel, which
allows for independent read and write transactions. Read and write commands to the Ul
rely on a simple round-robin arbiter to handle simultaneous requests. The address
read/address write modules are responsible for chopping the AXI4 burst/wrap requests
into smaller memory size burst lengths of either four or eight, and also conveying the
smaller burst lengths to the read /write data modules so they can interact with the user
interface.
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AXl4 Slave Interface Parameters

Table 1-19 lists the AXI4 slave interface parameters.

Table 1-19: AXI4 Slave Interface Parameters

Parameter Name

Default Value

Allowable Values

Description

C_S_AXI_ADDR_WIDTH

32

32,64

This is the width of address read and
address write signals. EDK designs are
limited to 32.

C_S_AXI_DATA_WIDTH

32

32, 64,128, 256

This is the width of data signals. The
recommended width is 8x the memory
data width. The width can be smaller,
butnot greater than 8x the memory data
width.

C_S_AXI_ID_WIDTH

This is the width of ID signals for every
channel. This value is automatically
computed in EDK designs.

C_S_AXI_SUPPORTS_NARROW_BURST

0,1

This parameter adds logic blocks to
support narrow AXI transfers. It is
required if any master connected to the
memory controller issues narrow
bursts. This parameter is automatically
set if the AXI data width is smaller than
the recommended value.

C_RD_WR_ARB_ALGORITHM

“RD_PRI_REG”

“TDM”, “ROUND_ROBIN”,
“RD_PRI_REG”,
“RD_PRI_REG_STARVE_LIMIT”

This parameter indicates the
Arbitration algorithm scheme. See
Arbitration in AXI Shim, page 64 for
more information.

C_S_AXI_BASEADDR

N/A

Valid address

This parameter specifies the base
address for the memory mapped slave
interface. Address requests at this
address map to rank 1, bank 0, row 0,
column 0. The base/high address
together define the accessible size of the
memory. This accessible size must be a
power of 2. Additionally, the base/high
address pair must be aligned to a
multiple of the accessible size. The
minimum accessible size is 4096 bytes.

C_S_AXI_HIGHADDR

N/A

Valid address

This parameter specifies the high
address for the memory mapped slave
interface. Address requests received
above this value wrap back to the base
address. The base/high address
together define the accessible size of the
memory. This accessible size must be a
power of 2. Additionally, the base/high
address pair must be aligned to a
multiple of the accessible size. The
minimum accessible size is 4096 bytes.

C_S_AXI_PROTOCOL

AXI4

AXI4

This parameter specifies the AXI

protocol.

2 www.BD TEE eom/ XN Keror nierece Soutons


http://www.xilinx.com

& XILINX.

Core Architecture

AXIl4 Slave Interface Signals

Table 1-20 lists the AXI4 slave interface specific signal. Clock/reset to the interface is
provided from the memory controller.

Table 1-20: AXI4 Slave Interface Signals

Name Width Direction| Active State Description

clk 1 Input Input clock to the core.

reset 1 Input High Input reset to the core.

s_axi_awid C_AXI_ID_WIDTH Input Write address ID.

s_axi_awaddr C_AXI_ADDR_WIDTH Input Write address.

s_axi_awlen 8 Input Burst length. The burst length gives the
exact number of transfers in a burst.

s_axi_awsize 3 Input Burst size. This signal indicates the size
of each transfer in the burst.

s_axi_awburst 2 Input Burst type.

s_axi_awlock 1 Input Lock type. (This is not used in the current
implementation.)

s_axi_awcache 4 Input Cache type. (This is not used in the
current implementation.)

s_axi_awprot 3 Input Protection type. (Not used in the current
implementation.)

s_axi_awvalid 1 Input High Write address valid. This signal indicates
that valid write address and control
information are available.

s_axi_awready 1 Output High Write address ready. This signal
indicates that the slave is ready to accept
an address and associated control
signals.

s_axi_wdata C_AXI_DATA_WIDTH Input Write data.

s_axi_wstrb C_AXI_DATA_WIDTH/8 | Input Write strobes.

s_axi_wlast 1 Input High Write last. This signal indicates the last
transfer in a write burst.

s_axi_wvalid 1 Input High Write valid. This signal indicates that
write data and strobe are available.

s_axi_wready 1 Output High Write ready.

s_axi_bid C_AXI_ID_WIDTH Output Response ID. The identification tag of the
write response.

s_axi_bresp 2 Output Write response. This signal indicates the
status of the write response.

s_axi_bvalid 1 Output High Write response valid.

s_axi_bready 1 Input High Response ready.

s_axi_arid C_AXI_ID_WIDTH Input Read address ID.

s_axi_araddr C_AXI_ADDR_WIDTH Input Read address.
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Table 1-20: AXIl4 Slave Interface Signals (Contd)

Name Width Direction| Active State Description

s_axi_arlen 8 Input Read burst length.

s_axi_arsize 3 Input Read burst size.

s_axi_arburst 2 Input Read burst type.

s_axi_arlock 1 Input Lock type. (This is not used in the current
implementation.)

s_axi_arcache 4 Input Cache type. (This is not used in the
current implementation.)

s_axi_arprot 3 Input Protection type. (This is not used in the
current implementation.)

s_axi_arvalid 1 Input High Read address valid.

s_axi_arready 1 Output High Read address ready.

s_axi_rid C_AXI_ID_WIDTH Output Read ID tag.

s_axi_rdata C_AXI_DATA_WIDTH Output Read data.

s_axi_rresp 2 Output Read response.

s_axi_rlast 1 Output Read last.

s_axi_rvalid 1 Output Read valid.

s_axi_rready 1 Input Read ready.

Arbitration in AXI Shim

The AXI4 protocol calls for independent read and write address channels. The memory
controller has one address channel. The following arbitration options are available for
arbitrating between the read and write address channels.

Time Division Multiplexing (TDM)

Equal priority is given to read and write address channels in this mode. The grant to the
read and write address channels alternate every clock cycle. The read or write requests

from the AXI master has no bearing on the grants.

Round Robin

Equal priority is given to read and write address channels in this mode. The grant to the
read and write channels depends on the requests from AXI master. The grant to the read
and write address channels alternate every clock cycle provided there is a corresponding
request from the AXI master for the address channel. In a given time slot, if the
corresponding address channel does not have a request then the grant is given to the other
address channel with the pending request.

Read Priority (RD_PRI_REG)

Read address channel is always given priority in this mode. The requests from the write
address channel are processed when there are no pending requests from the read address

channel.
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Read Priority with Starve Limit (RD_PRI_REG_STARVE_LIMIT)

The read address channel is always given priority in this mode. The requests from the
write address channel are processed when there are no pending requests from the read
address channel or the starve limit for read is reached.

User Interface Block

The Ul block presents the Ul to a user design. It provides a simple alternative to the native
interface. The Ul block:

* Buffers read and write data
® Reorders read return data to match the request order

* Presents a flat address space and translates it to the addressing required by the
SDRAM

Native Interface

The native interface connects to an FPGA user design to allow access to an external
memory device.

Command Request Signals

The native interface provides a set of signals that request a read or write command from
the memory controller to the memory device. These signals are summarized in Table 1-21.

Table 1-21: Native Interface Command Signals

Signal Direction Description

accept Output | This output indicates that the memory interface
accepts the request driven on the last cycle.

bank[2:0] Input | This input selects the bank for the current request.

bank_mach_next[] Output | This output is reserved and should be left
unconnected.

cmd[2:0] Input | This input selects the command for the current
request.

col[COL_WIDTH - 1:0] Input | This input selects the column address for the current
request.

data_buf_addr[7:0] Input This input indicates the data buffer address where

the memory controller:
e Locates data while processing write commands.
* Places data while processing read commands.

hi_priority Input | This input is reserved and should be connected to
logic 0.

rank(] Input This input is reserved and should be connected to
logic 0.

row[ROW_WIDTH - 1:0] Input | This input selects the row address for the current
request.

use_addr Input | The user design strobes this input to indicate that the
request information driven on the previous state is
valid.
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The bank, row, and column comprise a target address on the memory device for read and
write operations. Commands are specified using the cmd[2:0] input to the core. The
available read and write commands are shown in Table 1-22.

Table 1-22: Memory Interface Commands

Operation cmd[2:0] Code
Memory read 000
Memory write 001
Reserved All other codes
accept

This signal indicates to the user design whether or not a request is accepted by the core.
When the accept signal is asserted, the request submitted on the last cycle is accepted, and
the user design can either continue to submit more requests or go idle. When the accept
signal is deasserted, the request submitted on the last cycle was not accepted and must be
retried.

use_addr

The user design asserts the use_addr signal to strobe the request that was submitted to the
native interface on the previous cycle.

data_buf_addr

The user design must contain a buffer for data used during read and write commands.
When a request is submitted to the native interface, the user design must designate a
location in the buffer for when the request is processed. For write commands,
data_buf_addr is an address in the buffer containing the source data to be written to the
external memory. For read commands, data_buf_addr is an address in the buffer that
receives read data from the external memory. The core echoes this address back when the
requests are processed.
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Write Command Signals

The native interface has signals that are used when the memory controller is processing a
write command (Table 1-23). These signals connect to the control, address, and data signals
of a buffer in the user design.

Table 1-23: Native Interface Write Command Signals

Signal Direction Description

wr_data[2 x nCK_PER_CLK x Input This is the input data for write

PAYLOAD_WIDTH - 1:0] commands.

wr_data_addr Output This output provides the base

[DATA_BUF_ADDR_WIDTH - 1:0] address for the source data buffer for
write commands.

wr_data_mask[2 x nCK_PER_CLK x Input This input provides the byte enable

DATA_WIDTH/8 - 1:0] for the write data.

wr_data_en Output | This output indicates that the

memory interface is reading data
from a data buffer for a write
command.

wr_data_offset[0:0] Output | This output provides the offset for
the source data buffer for write
commands.

wr_data

This bus is the data that needs to be written to the external memory. This bus can be
connected to the data output of a buffer in the user design.

wr_data_addr

This bus is an echo of data_buf_addr when the current write request is submitted. The
wr_data_addr bus can be combined with the wr_data_offset signal and applied to the
address input of a buffer in the user design.

wr_data_mask

This bus is the byte enable (data mask) for the data currently being written to the external
memory. The byte to the memory is written when the corresponding wr_data_mask signal
is deasserted.

wr_data_en

When asserted, this signal indicates that the core is reading data from the user design for a
write command. This signal can be tied to the chip select of a buffer in the user design.

wr_data_offset

This bus is used to step through the data buffer when the burst length requires more than
a single cycle to complete. This bus, in combination with rd_data_addr, can be applied to
the address input of a buffer in the user design.
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Read Command Signals

The native interface provides a set of signals used when the memory controller is
processing a read command (Table 1-24). These signals are similar to those for processing
write commands, except that they transfer data from the memory device to a buffer in the
user design.

Table 1-24: Native Interface Read Command Signals

Signal Direction Description

rd_data[2 x nCK_PER_CLK x Output This is the output data from read

PAYLOAD_WIDTH - 1:0] commands.

rd_data_addr Output This output provides the base address of

[DATA_BUF_ADDR_WIDTH - 1:0] the destination buffer for read
commands.

rd_data_en Output This output indicates that valid read
data is available on the rd_data bus.

rd_data_offset[1:0] Output This output provides the offset for the
destination buffer for read commands.

rd_data

This bus is the data that was read from the external memory. It can be connected to the data
input of a buffer in the user design.

rd_data_addr

This bus is an echo of data_buf_addr when the current read request is submitted. This bus
can be combined with the rd_data_offset signal and applied to the address input of a buffer
in the user design.

rd_data_en

This signal indicates when valid read data is available on rd_data for a read request. It can
be tied to the chip select and write enable of a buffer in the user design.

rd_data_offset

This bus is used to step through the data buffer when the burst length requires more than
a single cycle to complete. This bus can be combined with rd_data_addr and applied to the
address input of a buffer in the user design.
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Native Interface Maintenance Command Signals

Table 1-25 lists the native interface maintenance command signals.

Table 1-25: Native Interface Maintenance Command Signals

Signal Direction Description
app_sr_req Input This input is reserved and should be tied to 0.
app_sr_active Output This output is reserved.
app rof 1o Inout This active-High input requests that a refresh
pp-ret_req P command be issued to the DRAM.
This active-High output indicates that the memory
app_ref_ack Output controller has sent the requested refresh command to
the PHY interface.
AbD 7d Te Inout This active-High input requests that a ZQ calibration
pp-zq-teq p command be issued to the DRAM.

This active-High output indicates that the memory
app_zq_ack Output controller has sent the requested ZQ calibration
command to the PHY interface.

app_ref_req

When asserted, this active-High input requests that the memory controller send a refresh
command to the DRAM. It must be pulsed for a single cycle to make the request and then
deasserted at least until the app_ref_ack signal is asserted to acknowledge the request and
indicate that it has been sent.

app_ref_ack

When asserted, this active-High input acknowledges a refresh request and indicates that
the command has been sent from the memory controller to the PHY.

app_zqg_req

When asserted, this active-High input requests that the memory controller send a ZQ
calibration command to the DRAM. It must be pulsed for a single cycle to make the request
and then deasserted at least until the app_zq_ack signal is asserted to acknowledge the
request and indicate that it has been sent.

app_zq_ack

When asserted, this active-High input acknowledges a ZQ calibration request and
indicates that the command has been sent from the memory controller to the PHY.

Clocking Architecture

The PHY design requires that a PLL module be used to generate various clocks, and both
global and local clock networks are used to distribute the clock throughout the design. The
PHY also requires one MMCM in the same bank as the PLL. This MMCM compensates for
the insertion delay of the BUFG to the PHY.

The clock generation and distribution circuitry and networks drive blocks within the PHY
that can be divided roughly into four separate, general functions:

¢ Internal (FPGA) logic
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*  Write path (output) I/O logic
® Read path (input) and delay I/0 logic
e IDELAY reference clock (200 MHz)

One PLL is required for the PHY. The PLL is used to generate the clocks for most of the
internal logic, the frequency reference clocks to the phasers, and a synchronization pulse
required for keeping PHY control blocks synchronized in multi-I/O bank
implementations.

For DDR3 SDRAM clock frequencies between 400 MHz and 933 MHz, both the phaser
frequency reference clocks have the same frequency as the memory clock frequency. For
DDR2 or DDR3 SDRAM clock frequencies below 400 MHz, one of the phaser frequency
reference clocks runs at the same frequency as the memory clock and the second frequency
reference clock must be either 2x or 4x the memory clock frequency such that it meets the
range requirement of 400 MHz to 933 MHz. The two phaser frequency reference clocks
must be generated by the same PLL so they are in phase with each other. The block
diagram of the clocking architecture is shown in Figure 1-32.

The default setting for the PLL multiply (M) and divide (D) values is for the system clock
input frequency to be equal to the memory clock frequency. This one to one ratio is not
required. The PLL input divider (D) can be any value listed in the 7 Series FPGAs Clocking
Resources User Guide [Ref 18] as long as the PLLE2 operating conditions are met and the
other constraints listed here are observed. The PLL multiply (M) value must be between 1
and 16 inclusive. The PLL output divider (O) for the memory clock must be 2 for 800 Mb/s
and above, and 4 for 400 to 800 Mb/s. The PLL VCO frequency range must be kept in the
range specified in the silicon data sheet. The sync_pulse must be 1/16 of the mem_refclk
frequency and must have a duty cycle of 1/16 or 6.25%. For information on physical
placement of the PLL and the System Clock CCIO input, see Design Guidelines, page 127.

200 MHz IDELAY Internal (FPGA)
Reference Clock Logic Clock
ICLK 3
CLKREF | ICLK
N L. idelayctrl_rdy
>—> IDELAYCTRL PHASERIN | \cLkDIv
CLKREF —
ISERDES/
P IBUFGDS PHY_Clk > OSERDES
CLKOUT3 _,D\ OCLK Connectivity
System Clock BUFG PHASER OUT | 2CEKPIY
Input Pair OCLK_DELAYED
CLKOUTA mem_refclk A —— J
SYSCKN [ _ PLL
,—>>_’ CLKIN ¢ goua [ Yno-PUle L
SYSCKP IBUFGDS Lok |[PItock
PHY Control
f felk
SYSRST RST  CLKOUTO [—g =%
IBUF t
CLKIN
PHASER_REF
ref_dll_lock
RST UG586_c1_73_121311

Figure 1-32: Clocking Architecture

The details of the ISERDES/OSERDES connectivity are shown in Figure 1-38, page 89 and
Figure 1-40, page 91.
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Internal (FPGA) Logic Clock

The internal FPGA logic is clocked by a global clocking resource at a quarter frequency of
the DDR2 or DDR3 SDRAM clock frequency. This PLL also outputs the high-speed DDR2
or DDR3 memory clock.

Write Path (Output) I/O Logic Clock

The output path comprising both data and controls is clocked by PHASER_OUT. The
PHASER_OUT provides synchronized clocks for each byte group to the OUT_FIFOs and
to the OSERDES/ODDR. The PHASER_OUT generates a byte clock (OCLK), a divided
byte clock (OCLKDIV), and a delayed byte clock (OCLK_DELAYED) for its associated byte
group. These clocks are generated directly from the Frequency Reference clock and are in
phase with each other. The byte clock is the same frequency as the Frequency Reference
clock and the divided byte clock is half the frequency of the Frequency Reference clock.
OCLK_DELAYED is used to clock the DQS ODDR to achieve the required 90-degree phase
offset between the write DQS and its associated DQ bits. The PHASER_OUT also drives
the signalling required to generate DQS during writes, the DQS and DQ 3-state associated
with the data byte group, and the Read Enable for the OUT_FIFO of the byte group. The
clocking details of the address/control and the write paths using PHASER_OUT are
shown in Figure 1-38 and Figure 1-40.

Read Path (Input) I/O Logic Clock

The input read datapath is clocked by the PHASER_IN block. The PHASER_IN block
provides synchronized clocks for each byte group to the IN_FIFOs and to the
IDDR/ISERDES. The PHASER_IN block receives the DQS signal for the associated byte
group and generates two delayed clocks for DDR2 or DDR3 SDRAM data captures: read
byte clock (ICLK) and read divided byte clock (ICLKDIV). ICLK is the delayed version of
the frequency reference clock that is phase-aligned with its associated DQS. ICLKDIV is
used to capture data into the first rank of flip-flops in the ISERDES. ICLKDIV is aligned to
ICLK and is the parallel transfer clock for the last rank of flip-flops in the ISERDES.
ICLKDIV is also used as the write clock for the IN_FIFO associated with the byte group.
The PHASER_IN block also drives the write enable (WrEnable) for the IN_FIFO of the byte
group. The clocking details of the read path using PHASER_IN is shown in Figure 1-40.

IDELAY Reference Clock

A 200 MHz IDELAY clock must be supplied to the IDELAYCTRL module. The
IDELAYCTRL module continuously calibrates the IDELAY elements in the I/O region to
account for varying environmental conditions. The IP core assumes an external clock
signal is driving the IDELAYCTRL module. If a PLL clock drives the IDELAYCTRL input
clock, the PLL lock signal needs to be incorporated in the rst_tmp_idelay signal inside the
IODELAY_CTRL.v/vhd module. This ensures that the clock is stable before being used.
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In the core’s default configuration, the memory controller (MC) resides between the Ul
block and the physical layer. This is depicted in Figure 1-33.

MC/PHY
Interface

Physical
Layer

rd_data

rd_data_addr

rd_data_en

rd_data_offset

app_sr_req

app_sr_active

app_ref_req

app_ref_ack

app_zq_req

app_zq_ack

Figure 1-33: Memory Controller

UG586_c1_44_081911

The memory controller is the primary logic block of the memory interface. The memory
controller receives requests from the Ul and stores them in a logical queue. Requests are
optionally reordered to optimize system throughput and latency.

The memory controller block is organized as four main pieces:

* A configurable number of “bank machines”

e A configurable number of “rank machines”

e A column machine

e An arbitration block

Bank Machines

Most of the memory controller logic resides in the bank machines. Bank machines
correspond to DRAM banks. A given bank machine manages a single DRAM bank at any
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given time. However, bank machine assignment is dynamic, so it is not necessary to have
a bank machine for each physical bank. The number of banks can be configured to trade off
between area and performance. This is discussed in greater detail in the Precharge Policy
section below.

The duration of a bank machine's assignment to a particular DRAM bank is coupled to
user requests rather than the state of the target DRAM bank. When a request is accepted, it
is assigned to a bank machine. When a request is complete, the bank machine is released
and is made available for assignment to another request. Bank machines issue all the
commands necessary to complete the request.

On behalf of the current request, a bank machine must generate row commands and
column commands to complete the request. Row and column commands are independent
but must adhere to DRAM timing requirements.

The following simplified example illustrates this concept. Consider the case when the
memory controller and DRAM are idle when a single request arrives. The bank machine at
the head of the pool:

Accepts the user request
Activates the target row

Issues the column (read or write) command

Ll e

Precharges the target row

5. Returns to the idle pool of bank machines

Similar functionality applies when multiple requests arrive targeting different rows or
banks.

Now consider the case when a request arrives targeting an open DRAM bank, managed by
an already active bank machine. The already active bank machine recognizes that the new
request targets the same DRAM bank and skips the precharge step (step 4). The bank
machine at the head of the idle pool accepts the new user request and skips the activate
step (step 2).

Finally, when a request arrives in between both a previous and subsequent request all to
the same target DRAM bank, the controller skips both the activate (step 2) and precharge
(step 4) operations.

A bank machine precharges a DRAM bank as soon as possible unless another pending
request targets the same bank. This is discussed in greater detail in the Precharge Policy
section.

Column commands can be reordered for the purpose of optimizing memory interface
throughput. The ordering algorithm nominally ensures data coherence. The reordering
feature is explained in greater detail in the Reordering section.

Rank Machines

The rank machines correspond to DRAM ranks. Rank machines monitor the activity of the
bank machines and track rank or device-specific timing parameters. For example, a rank
machine monitors the number of activate commands sent to a rank within a time window.
After the allowed number of activates have been sent, the rank machine generates an
inhibit signal that prevents the bank machines from sending any further activates to the
rank until the time window has shifted enough to allow more activates. Rank machines are
statically assigned to a physical DRAM rank.

7 Series FPGAs Memory
UG586 April 24, 2012

wervBD T ECizom/XILIN X 73


http://www.xilinx.com

Chapter 1: DDR3 and DDR2 SDRAM Memory Interface Solution & XILINX.

Column Machine

The single column machine generates the timing information necessary to manage the DQ
data bus. Although there can be multiple DRAM ranks, because there is a single DQ bus,
all the columns in all DRAM ranks are managed as a single unit. The column machine
monitors commands issued by the bank machines and generates inhibit signals back to the
bank machines so that the DQ bus is utilized in an orderly manner.

Arbitration Block

The arbitration block receives requests to send commands to the DRAM array from the
bank machines. Row commands and column commands are arbitrated independently. For
each command opportunity, the arbiter block selects a row and a column command to
forward to the physical layer. The arbitration block implements a round-robin protocol to
ensure forward progress.

Reordering

DRAM accesses are broken into two quasi-independent parts, row commands and column
commands. Each request occupies a logical queue entry, and each queue entry has an
associated bank machine. These bank machines track the state of the DRAM rank or bank
it is currently bound to, if any.

If necessary, the bank machine attempts to activate the proper rank, bank, or row on behalf
of the current request. In the process of doing so, the bank machine looks at the current
state of the DRAM to decide if various timing parameters are met. Eventually, all timing
parameters are met and the bank machine arbitrates to send the activate. The arbitration is
done in a simple round-robin manner. Arbitration is necessary because several bank
machines might request to send row commands (activate and precharge) at the same time.

Not all requests require an activate. If a preceding request has activated the same rank,
bank, or row, a subsequent request might inherit the bank machine state and avoid the
precharge/activate penalties.

After the necessary rank, bank, or row is activated and the RAS to CAS delay timing is met,
the bank machine tries to issue the CAS-READ or CAS-WRITE command. Unlike the row
command, all requests issue a CAS command. Before arbitrating to send a CAS command,
the bank machine must look at the state of the DRAM, the state of the DQ bus, priority, and
ordering. Eventually, all these factors assume their favorable states and the bank machine
arbitrates to send a CAS command. In a manner similar to row commands, a round-robin
arbiter uses a priority scheme and selects the next column command.

The round-robin arbiter itself is a source of reordering. Assume for example that an
otherwise idle memory controller receives a burst of new requests while processing a
refresh. These requests queue up and wait for the refresh to complete. After the DRAM is
ready to receive a new activate, all waiting requests assert their arbitration requests
simultaneously. The arbiter selects the next activate to send based solely on its round-robin
algorithm, independent of request order. Similar behavior can be observed for column
commands.

Precharge Policy

The controller implements an aggressive precharge policy. The controller examines the
input queue of requests as each transaction completes. If no requests are in the queue for a
currently open bank/row, the controller closes it to minimize latency for requests to other
rows in the bank. Because the queue depth is equal to the number of bank machines,
greater efficiency can be obtained by increasing the number of bank machines
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(nBANK_MACHS). As this number is increased, fabric timing becomes more challenging.
In some situations, the overall system efficiency can be greater with an increased number
of bank machines and a lower memory clock frequency. Simulations should be performed
with the target design's command behavior to determine the optimum setting.

Error Correcting Code

The memory controller optionally implements an Error Correcting Code (ECC). This code
protects the contents of the DRAM array from corruption. A Single Error Correct Double
Error Detect (SECDED) code is used. All single errors are detected and corrected. All errors
of two bits are detected. Errors of more than two bits might or might not be detected.

Figure 1-34 shows the ECC block diagram. These blocks are instantiated in the memory
controller (mc . v) module.
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Figure 1-34: ECC Block Diagram

The ECC mode is optional and supported only for a 72-bit data width. The data mask
feature is disabled when ECC mode is enabled. When ECC mode is enabled, the entire DQ
width is always written. The DRAM DM bits cannot be used because the ECC operates
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over the entire DQ data width. A top-level parameter called ECC controls the addition of
ECC logic. When this parameter is set to “ON”, ECC is enabled, and when the parameter
is set to “OFF”, ECC is disabled.

The ECC functionality is implemented as three functional blocks. A write data merge and
ECC generate block. A read data ECC decode and correct block and a data buffer block for
temporarily holding the read data for read-modify-write cycles. A fourth block generates
the ECC H matrix and passes these matrices to the ECC generate and correct blocks.

For full burst write commands, data fetched from the write data buffer traverses the ECC
merge and generate block. This block computes the ECC bits and appends them to the
data. The ECC generate step is given one CLK state. Thus the data must be fetched from
the write data buffer one state earlier relative to the write command, compared to when
ECC is not enabled. At the user interface level, data must be written into the write data
buffer no later than one state after the command is written into the command buffer. Other
than the earlier data requirement, ECC imposes no other performance loss for writes.

For read cycles, all data traverses the ECC decode fix (ecc_dec_fix) block. This process
starts when the PHY indicates read data availability on the phy_rddata_valid signal. The
decode fix process is divided into two CLK states. In the first state, the syndromes are
computed. In the second state the syndromes are decoded and any indicated bit flips
(corrections) are performed. Also in the second state, the ecc_single and ecc_multiple
indications are computed based on the syndrome bits and the timing signal
ecc_status_valid generated by the memory controller core logic. The core logic also
provides an ecc_err_addr bus. This bus contains the address of the current read command.
Error locations can be logged by looking at the ecc_single, ecc_multiple and ecc_err_addr
buses. ECC imposes a two state latency penalty for read requests.

Read-Modify-Write

Any writes of less than the full DRAM burst must be performed as a read-modify-write
cycle. The specified location must be read, corrections if any performed, merged with the
write data, ECC computed, and then written back to the DRAM array. The wr_bytes
command is defined for ECC operation. When the wr_bytes command is given, the
memory controller always performs a read-modify-write cycle instead of a simple write
cycle. The byte enables must always be valid, even for simple commands. Specifically, all
byte enables must be asserted for all wr commands when ECC mode is enabled. To write
partially into memory, app_wdf_mask needs to be driven along with the wr_bytes
command for ECC enabled designs. Table 1-26 shows the available commands when ECC
mode is enabled.

Table 1-26: Commands for app_cmd[2:0]

Operation app_cmd[2:0] Code
Write 000
Read 001

Write Bytes 011

When the wr_bytes command is given, the memory controller performs a
read-modify-write (RMW) cycle. When a wr_bytes command is at the head of the queue, it
first issues a read. But unlike a normal read command, the request remains in the queue. A
bit is set in the read response queue indicating this is a RMW cycle. When the read data is
returned for this read command, app_rd_data_valid is not asserted. Instead, the ECC is
decoded, corrections if any are made, and the data is written into the ECC data buffer.
Meanwhile, the original wr_bytes command is examining all read returns. Based on the
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data_buf_addr stored in the read return queue, the wr_bytes request can determine when
its read data is available in the ECC data buffer. At this point, the wr_bytes request starts
arbitrating to send the write command. When the command is granted, data is fetched
from the write data buffer and the ECC data buffer, merged as directed by the byte enables,
ECC is computed, and data is written to the DRAM. The wr_bytes command has
significantly lower performance than normal write commands. In the best case each
wr_bytes command requires a DRAM read cycle and a DRAM write cycle instead of
simple DRAM write cycle. Read-to-write and write-to-read turnaround penalties further
degrade throughput.

The memory controller can buffer up to nBANK_MACHS wr_bytes commands. As long as
these commands do not conflict on a rank-bank, the memory controller strings together the
reads and then the writes, avoiding much of the read-to-write and write-to-read
turnaround penalties. However, if the stream of wr_bytes commands is to a single
rank-bank, each RMW cycle is completely serialized and throughput is significantly
degraded. If performance is important, it is best to avoid the wr_bytes command.

Table 1-27 provides the details of ECC ports at the User Interface.
Table 1-27: User Interface for ECC Operation

Signal Direction Description

When asserted, this active-High signal
app_correct_en_i Input corrects single bit data errors. This input is
valid only when ECC mode is enabled.

This signal is applicable when ECC is
enabled. It is valid along with
app_rd_data_valid. The
app_ecc_multiple_err signal is non-zero if the
read data from the external memory has two
app_ecc_multiple_err[7:0] Output bit errors per beat of the read burst. The
SECDED algorithm does not correct the
corresponding read data and puts a non-zero
value on this signal to notify the corrupted
read data at the UL

This signal is 4 bits wide in 2:1 mode.

This signal is applicable when ECC_TEST is
enabled (“ON”). It is valid along with
app_rd_data_valid. This signal is asserted to
control the individual blocks to be written
with raw data in the ECC bits.

This signal is 4 bits wide in 2:1 mode.

app_raw_not_ecc_i[7:0] Input

app_wdf_mask
[APP_MASK_WIDTH - 1:0]

This signal provides the mask for

Input app_wdf_data[].

ECC Self-Test Functionality

Under normal operating conditions, the ECC part of the data written to the DRAM array is
not visible at the user interface. This can be problematic for system self-test because there
isno way to test the bits in the DRAM array corresponding to the ECC bits. There is also no
way to send errors to test the ECC generation and correction logic.

Controlled by the top-level parameter ECC_TEST, a DRAM array test mode can be
generated. When the ECC_TEST parameter is “ON”, the entire width of the DQ data bus is
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PHY

extended through the read and write buffers in the user interface. When ECC_TEST is
“ON”, the ECC correct enable is deasserted.

To write arbitrary data into both the data and ECC parts of the DRAM array, write the
desired data into the extended-width write data FIFO, and assert the corresponding
app_raw_not_ecc_i bit with the data. app_raw_not_ecc_iis 7 bits wide (4 bits in 2:1 mode),
allowing individual ECC blocks to be written with raw data in the ECC bits, or the normal
computed ECC bits. In this way, any arbitrary pattern can be written into the DRAM array.

In the read interface, the extended data simply appears with the normal data. However, the
corrector might be trying to “correct” the read data. This is probably not desired during
array pattern test, and hence the app_correct_en_i should be set to zero to disable
correction.

With the above two features, array pattern test can be achieved. ECC generation logic can
be tested by writing data patterns but not asserting app_raw_not_ecc_i and deasserting
app_correct_en_i. The data along with the computed ECC bits can be read out and
compared. ECC decode correct logic can be tested by asserting app_correct_en_i and
writing the desired raw pattern as described above. When the data is read back, the
operation of decode correct can be observed.

The PHY provides a physical interface to an external DDR2 or DDR3 SDRAM. The PHY
generates the signal timing and sequencing required to interface to the memory device. It
contains the clock-, address-, and control-generation logic, write and read datapaths, and
state logic for initializing the SDRAM after power-up. In addition, the PHY contains
calibration logic to perform timing training of the read and write datapaths to account for
system static and dynamic delays.

The PHY is provided as a single HDL codebase for DDR2 and DDR3 SDRAMs. The MIG
tool customizes the SDRAM type and numerous other design-specific parameters through
top-level HDL parameters and constraints contained in a user constraints file (UCF).

Overall PHY Architecture

The 7 series FPGA PHY is composed of dedicated blocks and soft calibration logic. The
dedicated blocks are structured adjacent to one another with back-to-back interconnects to
minimize the clock and datapath routing necessary to build high-performance physical
layers. Dedicated clock structures within an I/O bank referred to as byte group clocks help
minimize the number of loads driven by the byte group clock drivers. Byte group clocks
are driven by phaser blocks. The phaser blocks (PHASER_IN and PHASER_OUT) are
multi-stage programmable delay line loops that can dynamically track DQS signal
variation and provide precision phase adjustment.

Each 7 series FPGA I/0 bank has dedicated blocks comprising a PHY control block, four
PHASER_IN and PHASER_OUT blocks, four IN/OUT_FIFOs, IOLOGIC (ISERDES,
OSERDES, ODDR, IDELAY), and IOBs. Four byte groups exist in an I/O bank, and each
byte group contains the PHASER_IN and PHASER_OUT, IN_FIFO and OUT_FIFO, and
twelve IOLOGIC and IOB blocks. Ten of the twelve IOIs in a byte group are used for DQ
and DM bits, and the other two IOlIs are used to implement differential DQS signals.
Figure 1-35 shows the dedicated blocks available in a single I/O bank. A single PHY
control block communicates with all four PHASER_IN and PHASER_OUT blocks within
the I/O bank.
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Figure 1-35: Single Bank DDR2/DDR3 PHY Block Diagram

The memory controller and calibration logic communicate with this dedicated PHY in the
slow frequency clock domain, which is either a divided by 4 or divided by 2 version of the
DDR2 or DDR3 memory clock. A block diagram of the PHY design is shown in Figure 1-36.
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Figure 1-36: PHY Block Diagram

Memory Initialization and Calibration Sequence

After deassertion of system reset, the PHY performs the required power-on initialization
sequence for the memory. This is followed by several stages of timing calibration for both
the write and read datapaths. After calibration is complete, the PHY indicates that
initialization is finished, and the controller can begin issuing commands to the memory.
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Figure 1-37 shows the overall flow of memory initialization and the different stages of

calibration.

( System Reset >

!

DDR2/DDR3 SDRAM Initialization

Y

Write Leveling (For DDR3 SDRAM Only)

!

Phaser_IN Phase Lock (Phase locks Read DQS to internal, free-running
Frequency Reference clock)

Y

Phaser_In DQSFOUND calibration

!

MPR (Multi Purpose Register) Read Leveling (Center Read DQS in Read DQ
window independent of writes)

Y

OCLKDELAYED Calibration (Center Write DQS in Write DQ window using
Phaser_Out Stage 3 delay)

Write level again
at the end of
OCLKDELAYED
calibration

Y

Write Calibration (Aligning write DQS to the correct CK/CK# edge)

Back to write leveling to
add 1 to 2 tCK of delay
to handle early writes

Y

Read Leveling (Read DQS centering in read DQ window)

C PHY Initialization and Calibration Complete)

X12569

Figure 1-37: PHY Overall Initialization and Calibration Sequence

The calibration stages in Figure 1-37 correspond to these sections:

* Memory Initialization, page 92.
¢ Write Leveling, page 92.
e PHASER_IN Phase Lock, page 95.

e PHASER_IN DQSFOUND Calibration, page 95.
*  Multi-Purpose Register Read Leveling, page 96.

¢ OCLKDELAYED Calibration, page 96.
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¢  Write Calibration, page 97.
® Read Leveling, page 99.

I/O Architecture

Each 7 series FPGA 1/0 bank has dedicated blocks comprising a PHY control block, four
PHASER_IN and PHASER_OUT blocks, four IN/OUT_FIFOs, ISERDES, OSERDES,
ODDR, IDELAY, and IOBs. A single PHY control block communicates with all four
PHASER_IN and PHASER_OUT blocks within the I/O bank.

PHY Control Block

The PHY control block is the central control block that manages the flow of data and
control information between the FPGA logic and the dedicated PHY. This includes control
over the flow of address, command, and data between the IN/OUT_FIFOs and
ISERDES/OSERDES, and control of the PHASER_IN and PHASER_OUT blocks. The PHY
control block receives control words from the calibration logic or the memory controller at
the slow frequency (1/4 the frequency of the DDR2 or DDR3 SDRAM clock) PHY_Clk rate
and processes the control words at the DDR2 or DDR3 SDRAM clock rate (CK frequency).

The calibration logic or the memory controller initiates a DDR2 or DDR3 SDRAM
command sequence by writing address, command, and data (for write commands) into the
IN/OUT_FIFOs and simultaneously or subsequently writes the PHY control word to the
PHY control block. The PHY control word defines a set of actions that the PHY control
block does to initiate the execution of a DDR2 or DDR3 SDRAM command.

The PHY control block provides the control interfaces to the byte group blocks within its
I/0 bank. When multi-I/O bank implementations are required, each PHY control block
within a given I/O bank controls the byte group elements in that bank. This requires that
the PHY control blocks stay in phase with their adjacent PHY control blocks. The center
PHY control block is configured to be the master controller for a three I/O bank
implementation. For two bank implementations, either PHY control block can be
designated the master.

The PHY control interface is used by the calibration logic or the memory controller to write
PHY control words to the PHY. The signals in this interface are synchronous to the
PHY_Clk and are listed in Table 1-28. This is a basic FIFO style interface. Control words are
written into the control word FIFO on the rising edge of PHY_Clk when PHY_Ctl_WrEn is
High and PHY_Ctl_Full is Low. For multi-I/O bank PHYs, the same control word must be
written into each PHY control block for proper operation.

Table 1-28: PHY Control Interface

Signal Direction Signal Description

PHY_Clk Input This is the PHY interface clock for the control word
FIFO. PHY control word signals are captured on the
rising edge of this clock.

PHY_Ctl_Wr_N Input This active-Low signal is the write enable signal for
the control word FIFO. A control word is written into
the control word FIFO on the rising edge of PHY_CIK,
when this signal is active.

PHY_Ctl_Wd[31:0] Input This is the PHY control word described in Table 1-29.
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Table 1-28: PHY Control Interface (Cont’d)

Signal Direction Signal Description

PHY_Ctl_Full Output This active-High output is the full flag for the control
word FIFO. It indicates that the FIFO cannot accept
any more control words and blocks writes to the
control word FIFO.

PHY_Ctl_AlmostFull Output This active-High output is the almost full flag for the
control word FIFO. It indicates that the FIFO can
accept no more than one additional control word as
long as the PHY_Ctl_Full signal is inactive.

PHY_Ctl_Ready Output This active-High output becomes set when the PHY
control block is ready to start receiving commands.

The PHY control word is broken down into several fields, as shown in Table 1-29.

Table 1-29: PHY Control Word

31\30 29‘28‘27 26‘25 24|23 22‘21‘20‘19|18‘17 16|15 14\13|12 11\10| 9 \ 8 7‘6 \ 5|4 \ 3]2 | 1 \ 0

Act Event CAS Reser Low PHY
Pre Delay Slot Seq Data Offset ved Index Aux_Out Control Offset Cmd

¢ PHY Command: This field defines the actions undertaken by the PHY control block to
manage command and data flow through the dedicated PHY. The PHY commands
are:

e Write (Wr - 0x01): This command instructs the PHY control block to read the
address, command, and data OUT_FIFOs and transfer the data read from those
FIFOs to their associated 1OIs.

e Read (Rd - 0x03): This command instructs the PHY control block to read the
address, command OUT_FIFOs, and transfer the data read from those FIFOs to
their associated IOIs. In addition, data read from the memory is transferred after
its arrival from the data IOIs to the Data IN_FIFO.

¢ Non-Data (ND - 0x04): This command instructs the PHY control block to read the
address and command OUT_FIFOs and transfer the data read from those FIFOs
to their associated IOIs.

e Control Offset: This field is used to control when the address and command
IN/OUT_FIFOs are read and transferred to the IOIs. The control offset is in units of
the DDR2 or DDR3 SDRAM clock cycle.

* Auxiliary Output: This field is used to control when the auxiliary output signals
(Aux_Output[3:0]) are used. Auxiliary outputs can be configured to activate during
read and write commands. The timing offset and duration are controlled by the
attributes described in Table 1-30, page 85. These outputs are not used by the DDR2
and DDR3 interfaces generated by the MIG tool; they are set to 0.

¢ Low Index (Bank): The dedicated PHY has internal counters that require this field to
specify which of the eight DDR2 or DDR3 SDRAM banks to use for the data
command. The MIG IP core does not use these internal counters; therefore, this field
should be all zeros.

* Reserved: This field must always be set to 2 'b00.

e Data Offset: This field is used to control when the data IN/OUT_FIFOs are read or
written based on the PHY command. The data offset is in units of the DDR2 or DDR3
SDRAM clock cycle.
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Seq: This field contains a sequence number used in combination with the Sync_In
control signal from the PLL to keep two or more PHY control blocks executing the
commands read from their respective control queues in sync. Commands with a given
seq value must be executed by the command parser within the PHY control block
during the specific phase indicated by the Seq field.

CAS Slot: The slot number being used by the memory controller for write/read (CAS)
commands.

Event Delay: The dedicated PHY has internal counters that require this field to
specify the delay values loaded into these counters. The event delay is in units of
DDR2 or DDR3 SDRAM clock cycles. The MIG IP core does not use these internal
counters; therefore, this field should be all zeros.

Activate Precharge: The dedicated PHY has internal counters that require this field to
specify the type of DDR2 or DDR3 command related to the event delay counter. Valid
values are:

* 00: Noaction

® 01:Activate

® 10: Precharge

e 11:Precharge/Activate.

The MIG IP core does not use these internal counters; therefore, this field should be all
Zeros.

Table 1-30: Auxiliary Output Attributes

Attribute Type Description

MC_AO_WRLVL_EN Vector[3:0] | This attribute specifies whether or not the related

Aux_Output is active during write leveling as
specified by the PC_Enable_Calib[1] signal. For
example, this attribute specifies whether ODT is
active during write leveling.

WR_CMD_OFFSET_0 Vector[5:0] | This attribute specifies how long in DDR2 or

DDR3 SDRAM clock cycles after the associated
write command is executed that the auxiliary
output becomes active. For example, this attribute
ensures that the ODT signal is asserted at the
correct clock cycle to meet the JEDEC ODTLon
and ODTLoff specifications.

WR_DURATION_0 Vector[5:0] | This attribute specifies how long in DDR2 or

DDR3 SDRAM clock cycles the auxiliary output
remains active for a write command. For example,
this attribute ensures that the ODT signal is
asserted at the correct clock cycle to meet the
JEDEC ODTLon and ODTLoff specifications.

RD_CMD_OFFSET_0 Vector[5:0] | This attribute specifies how long in DDR2 or

DDR3 SDRAM clock cycles after the associated
read command is executed that the auxiliary
output becomes active.

RD_DURATION_0 Vector[5:0] | This attribute specifies how long in DDR2 or

DDR3 SDRAM clock cycles the auxiliary output
remains active for a read command.
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Table 1-30: Auxiliary Output Attributes (Cont’d)

Attribute

Type

Description

WR_CMD_OFFSET _1

Vector|[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles after the associated
write command is executed that the auxiliary
output becomes active.

WR_DURATION_1

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles the auxiliary output
remains active for a write command.

RD_CMD_OFFSET _1

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles after the associated
read command is executed that the auxiliary
output becomes active.

RD_DURATION_1

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles the auxiliary output
remains active for a read command.

WR_CMD_OFFSET_2

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles after the associated
write command is executed that the auxiliary
output becomes active.

WR_DURATION_2

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles the auxiliary output
remains active for a write command.

RD_CMD_OFFSET_2

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles after the associated
read command is executed that the auxiliary
output becomes active.

RD_DURATION_2

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles the auxiliary output
remains active for a read command.

WR_CMD_OFFSET_3

Vector|[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles after the associated
write command is executed that the auxiliary
output becomes active.

WR_DURATION_3

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles the auxiliary output
remains active for a write command.

RD_CMD_OFFSET_3

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles after the associated
read command is executed that the auxiliary
output becomes active.

RD_DURATION_3

Vector[5:0]

This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles the auxiliary output
remains active for a read command.
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Table 1-30: Auxiliary Output Attributes (Cont’d)

Attribute Type Description

CMD_OFFSET Vector[5:0] | This attribute specifies how long in DDR2 or
DDR3 SDRAM clock cycles after the associated
command is executed that the auxiliary output
defined by AO_TOGGLE toggles.

AO_TOGGLE Vector[3:0] | This attribute specifies which auxiliary outputs
are in toggle mode. An auxiliary output in toggle
mode is inverted when its associated AO bit is set
in the PHY control word after the CMD_OFFSET
has expired.

The PHY control block has a number of counters that are not enabled because the
synchronous mode is used where PHY_Clk is either 1/4 or 1/2 the frequency of the DDR2
or DDR3 SDRAM clock frequency.

Atevery rising edge of PHY_Clk, a PHY control word is sent to the PHY control block with
information for four memory clock cycles worth of commands and a 2-bit Seq count value.
The write enable to the control FIFO is always asserted and no operation (NOP) commands
are issued between valid commands in the synchronous mode of operation. The Seq count
must be incremented with every command sequence of four. The Seq field is used to
synchronize PHY control blocks across multiple I/O banks.

The DDR3 SDRAM RESET_N signal is directly controlled by the FPGA logic, not the PHY
control word. The DDR2 SDRAM RESET_N signal for RDIMM interfaces is directly
controlled by the FPGA logic, not the PHY control word. The PHY control block, in
conjunction with the PHASER_OUT, generates the write DQS and the DQ/DQS 3-state
control signals during read and write commands.

The PHY cmd field is set based on whether the sequence of four commands has either a
write, a read, or neither. The PHY cmd field is set to write if there is a write request in the
command sequence. Itis set to read if there is a read request in the command sequence, and
it is set to non-data if there is neither a write nor a read request in the command sequence.
A write and a read request cannot be issued within a sequence of four commands. The
control offset field in the PHY control word defines when the command OUT_FIFOs is
read out and transferred to the IOLOGIC. The data offset defines when the data
OUT_FIFOs are read out with respect to the command OUT_FIFOs being read. For read
commands, the data offset is determined during calibration. The PHY control block
assumes that valid data associated with a write command is already available in the DQ
OUT_FIFO when it is required to be read out.

Command Path

A command requested by the calibration logic or memory controller is sent out as a PHY
control word to the PHY control block and a simultaneous input to the
address/control/command OUT_FIFOs. Each of the address/control/command signals
must have values for four memory clock cycles because each PHY_Clk cycle entails four
memory clock cycles.

There are three types of commands:

e Write commands including write and write with auto precharge. The PHY command
values in the PHY control word for both these write commands are the same (0x01).
The difference is the address value input to the OUT_FIFO. Address bit A10 is 1 for
writes with auto precharge in the address OUT_FIFOs.
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¢ Read commands including read and read with auto precharge. The PHY command
values in the PHY control word for both these read commands are the same (0x11).
The difference is the address value input to the OUT_FIFO. Address bit A10 is 1 for
reads with auto precharge in the address OUT_FIFOs.

¢ Non-Data commands including Mode Register Set, Refresh, Precharge, Precharge All
Banks, Activate, No Operation, Deselect, ZQ Calibration Long, and ZQ Calibration
Short. The PHY command values in the PHY control word for all these commands are
the same (0x100). The ras_n, cas_n, we_n, bank address, and address values input to
the OUT_FIFOs associated with these commands differ.

Figure 1-38 shows the block diagram of the address/control/command path. The
OSERDES is used in single data rate (SDR) mode because address/control/commands are
SDR signals. A PHY control word is qualified with the Phy_Ctl_Wr_N signal and an entry
to the OUT_FIFOs is qualified with the PHY_Cmd_WrEn signal. The FPGA logic need not
issue NOP commands during long wait times between valid commands to the PHY control
block because the default in the dedicated PHY for address/commands can be set to 0 or 1
as needed.
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Figure 1-38: Address/Command Path Block Diagram

The timing diagram of the address/command path from the output of the OUT_FIFO to
the FPGA pins is shown in Figure 1-39.
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Figure 1-39: Address/Command Timing Diagram
Datapath

The datapath comprises the write and read datapaths. The datapath in the 7 series FPGA is
completely implemented in dedicated logic with IN/OUT_FIFOs interfacing the FPGA
logic. The IN/OUT_FIFOs provide datapath serialization/deserialization in addition to
clock domain crossing, thereby allowing the FPGA logic to operate at low frequencies up
to 1/4 the frequency of the DDR2 or DDR3 SDRAM clock. Figure 1-40 shows the block
diagram of the datapath.
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Figure 1-40: Datapath Block Diagram

UG586_c1_33_030412

Each IN/OUT_FIFO has a storage array of memory elements arranged as 10 groups 8 bits
wide and 8 entries deep. During a write, the OUT_FIFO receives 8 bits of data for each DQ
bit from the calibration logic or memory controller and writes the data into the storage
array in the PHY_Clk clock domain, which is 1/4 the frequency of the DDR2 or DDR3
SDRAM clock. The OUT_FIFO serializes from 8 bits to 4 bits and outputs the 4-bit data to
the OSERDES in the OCLKDIV domain that is half the frequency of the DDR2 or DDR3
SDRAM clock. The OSERDES further serializes the 4-bit data to a serial DDR data stream
in the OCLK domain. The PHASER_OUT clock output OCLK is used to clock DQ bits
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whereas the OCLK_DELAYED output is used to clock DQS to achieve the 90-degree phase
offset between DQS and its associated DQ bits during writes. During write leveling, both
OCLK and OCLK_DELAYED are shifted together to align DQS with CK at each DDR2 or
DDR3 component.

The IN_FIFO shown in Figure 1-39 receives 4-bit data from each DQ bit ISERDES in a given
byte group and writes them into the storage array. The IN_FIFO is used to further
deserialize the data by writing two of the 4-bit datagrams into each 8-bit memory element.
This 8-bit parallel data is output in the PHY_Clk clock domain which is 1/4 the frequency
of the DDR2 or DDR3 SDRAM clock. Each read cycle from the IN_FIFO contains all the
byte data read during a burst length 8 memory read transaction. The data bus width input
to the dedicated PHY is 8X that of the DDR2 or DDR3 SDRAM when running the FPGA
logic at 1/4 the frequency of the DDR2 or DDR3 SDRAM clock.

Power-Saving Features

Designs generated by the MIG tool use the SSTL T_DCI standards, which save power by
turning off the DCI when the FPGA output driver is active. Also, by using the
IOBUF_DCIEN (High Performance banks) and IOBUF_INTERMDISABLE (High Range
banks) primitives, designs automatically disable the IBUF when the output is active. The
controller uses these primitives to disable both DCI/IN_TERM and the IBUF when the
controller is idle.

See UG471, 7 Series FPGAs SelectIO Resources User Guide, for more information on the
IOBUF_DCIEN and IOBUF_INTERMDISABLE primitives.

Calibration and Initialization Stages

Memory Initialization

The PHY executes a JEDEC-compliant DDR2 or DDRS3 initialization sequence for memory
following deassertion of system reset. Each DDR2 or DDR3 SDRAM has a series of mode
registers, accessed via mode register set (MRS) commands. These mode registers
determine various SDRAM behaviors, such as burst length, read and write CAS latency,
and additive latency. The particular bit values programmed into these registers are
configurable in the PHY and determined by the values of top-level HDL parameters like
BURST_MODE (BL), BURST_TYPE, CAS latency (CL), CAS write latency (CWL), write
recovery for auto precharge (tWR), on-die termination resistor values (RTT_NOM and
RTT_WR), and output driver strength (OUTPUT_DRYV).

Write Leveling

Write leveling, which is a feature available in DDR3 SDRAM, is performed in this stage of
calibration. DDR3 SDRAM modules have adopted fly-by topology on clocks, address,
commands, and control signals to improve signal integrity. Specifically, the clocks, address,
and control signals are all routed in a daisy-chained fashion, and termination is located at
the end of each trace. However, this causes a skew between the strobe (DQS) and the clock
(CK) at each memory device on the module. Write leveling, a new feature in DDR3
SDRAMs, allows the controller to adjust each write DQS phase independently with respect
to the CK forwarded to the DDR3 SDRAM device. This compensates for the skew between
DQS and CK and meets the tpggg specification. During write leveling, DQS is driven by
the FPGA memory interface and DQ is driven by the DDR3 SDRAM device to provide
feedback. The FPGA memory interface has the capability to delay DQS until a 0-to-1
transition is detected on DQ. Write leveling is performed once after power up. The
calibration logic ORs the DQ bits in a byte to determine the transition because different
memory vendors use different bits in a byte as feedback. The DQS delay can be achieved
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with the PHASER_OUT fine and coarse delay adjustment in the 7 series FPGAs.
Figure 1-41 shows the write leveling block diagram.

FPGA DDR3 SDRAM
0 CK
1 — X
PHASER_OUT ODDR ) oK
OCLK Lo E D Q
COARSEENABLE DQSBUS[0]
COARSEINC DOSBUS(] - CE
FINEENABLE . | PHASER_OUT ODDR ) bas#
FINEING OCLK_DELAYED | - <
Write . Write Level
Leveling |- IN_FIFO _l_
Logic | T . | Feedback
PHY_CLK ICLKDIV
(BUFG) oLk [ 'SERDES <} X | L\ Regular
PHASER_IN
UG586_c1_51_110710
Figure 1-41: Write Leveling Block Diagram
The timing diagram for write leveling is shown in Figure 1-42. Periodic DQS pulses are
output by the FPGA memory interface to detect the level of the CK clock at the DDR3
SDRAM device. The interval between DQS pulses is specified as a minimum of 16 clock
cycles. DQS is delayed using the PHASER_OUT fine and coarse delay in unit tap
increments until a 0 to 1 transition is detected on the feedback DQ input. The DQS delay
established by write leveling ensures the tpggg specification.
CLK at FPGA Output [ | I | | L | L | L [ I
DQS at FPGA Output [ | [ |
CK at DDR3 SDRAM [ | : [ | [ I I [ | |
DQS at DDR3 SDRAM [ | | ]
I |
DQS Delayed with | |
PHASER_Out I [ S
| |
DQ Feedback X X 0 X 1
I

Figure 1-42: Write Leveling Timing Diagram
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Figure 1-43 shows that the worst-case delay required during write leveling can be one tCK
(DDR3 SDRAM clock period).
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Figure 1-43: Write Leveling Taps Requirement

Implementation Details

The Write_Calib_N signal indicating the start of write leveling mode is input to the PHY
control block after tWLDQSEN to ensure that DQS is driven Low after ODT is asserted. In
this mode, periodic write requests must be issued to the PHY control block to generate
periodic DQS pulses for write leveling. During write leveling, PHASER_IN outputs a
free-running clock used to capture the DQ feedback to the DQ IN_FIFOs. During write
leveling, the data byte group IN_FIFOs is in flow-through mode. Figure 1-44 shows the
flow diagram of the sequence of commands during write leveling. The PHASER_OUT fine
phase shift taps are incremented one tap at a time to observe a 0-to-1 transition on the
feedback DQ. A stable counter is implemented in the write leveling logic to mitigate the
risk of finding a false edge in the jitter region. A counter value of 3 means that the sampled
data value was constant for 3 consecutive tap increments and DQS is considered to be in a
stable region with respect to CK. The counter value is reset to 0 whenever a value different
from the previous value is detected. Edge detection is inhibited when the stable counter
value is less than 3. The write_calib_n signal is deasserted when write leveling is
performed on all DQSs in all ranks.
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Figure 1-44: Write Leveling Flow Diagram

PHASER_IN Phase Lock

PHASER_IN is placed in the read calibration mode to phase align its free-running
frequency reference clock to the associated read DQS. The calibration logic issues
back-to-back read commands to provide the PHASER_IN block with a continuous stream
of DQS pulses for it to achieve lock. A continuous stream of DQS pulses is required for the
PHASER_IN block to phase align the free-running frequency reference clock to the
associated read DQS. Each DQS has a PHASER_IN block associated with it. When the
PHASER_IN lock signal (pi_phase_locked) of all the DQS PHASER_INs are asserted, the
calibration logic deasserts the read calibration signal to put the PHASER_INs in normal
operation mode.

PHASER_IN DQSFOUND Calibration

This calibration stage is required to align the different DQS groups to the same PHY_Clk
clock edge. Different DQS groups have different skews with respect to each other because
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of clock (CK) fly-by routing differences to each DDR2 or DDR3 component, and delay
differences in each component. This calibration stage is required to determine the optimal
position of read data_offset with respect to the read command for the entire interface.

In this stage of calibration, the PHASER_IN block is in normal operation mode and the
calibration logic issues a set of four back-to-back read commands with gaps in between.
The data_offset associated with the first read command is not accurate because the
round-trip delays are unknown. The data_offset for the first set of read commands is set to
CL+7. The data_offset value for the subsequent set of reads is decremented one memory
clock cycle at a time until the DQSFOUND output from the PHASER_IN block is asserted.
When the DOSFOUND signal is asserted for all the bytes, this calibration stage is complete.

Each byte group can be read out of the IN_FIFO on different PHY_Clk cycles due to fly-by
routing differences and delay differences within each group. Therefore, the IN_FIFO Not
Empty flags for all the byte groups are ANDed together and used as the read enable for all
data IN_FIFOs. Figure 1-45 shows the read data capture timing diagram.

e S I I I N
S Iy Iy I S Sy
S e Y

0B 000 0,00,

COX XX
L LI LTI
X X5 X
X2 Xe X
Xz X7 X
X Xe X
[ |

UG586_c1_56_091311

Figure 1-45: Read Data Capture Timing Diagram

Multi-Purpose Register Read Leveling

At this stage of calibration, the write DQS is not centered in the write DQ window nor is
the read DQS centered in the read DQ window. The Multi-Purpose Register (MPR) is used
to center the read DQS in the read DQ window. The MPR has a predefined 01010101
pattern that is read back during this stage of calibration. Read DQS centering is required
for the next stage of calibration.

OCLKDELAYED Calibration

Write DQS is centered in the write DQ window using the Phaser_Out stage 3 delay in this
stage of calibration. The starting stage 3 tap value is 30.
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Stage 3 tap is first decremented until either an edge is found or the tap value reaches 0.
Stage 3 taps are then incremented to 30. Edge detection begins from 31 until either an edge
is found or the tap value reaches 63. The center point is then computed based on the
detected edges. The stage 3 taps are decremented to the computed value.

With every stage 3 tap decrement, the stage 2 taps are increased by 2 to maintain the DQS
to CK relationship established during write leveling. Similarly, with every stage 3 tap
increment, the stage 2 taps are decreased by 2. If stage 2 taps reach 0 or 63, stage 3 tap
increment/decrement is allowed to proceed for 15 additional times to avoid tpgsg
violation. At the end of this stage of calibration, write leveling is redone to align DQS and
CK using stage 2 taps.

Write Calibration

Write calibration is performed after both stages of read leveling because correct data
pattern sequence detection is necessary for this stage of calibration. Write calibration is
required to align DQS to the correct CK edge. During write leveling, DQS is aligned to the
nearest rising edge of CK. However, this might not be the edge that captures the write
command. Depending on the interface type (UDIMM, RDIMM, or component), the DQS
could either be one CK cycle earlier than, one CK cycle later than, or aligned to the CK edge
that captures the write command. Figure 1-46 shows several different scenarios based on
the initial phase relationship between DQS and CK for a UDIMM or RDIMM interface.
Figure 1-47 shows an initial DQS to CK alignment case for component interfaces. The
assumption is that component interfaces also use the fly-by topology, thereby requiring
write leveling.

| | UG586_c1_57_091311

Figure 1-46: UDIMM/RDIMM DQS-to-CK Initial Alignment
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Figure 1-47: Component DQS-to-CK Initial Alignment

The PHASER_OUT fine and coarse delay provides 1 tcg worth of delay for write leveling.
The additional clock cycle of delay required to align to the correct CK edge is achieved
using the coarse delay line. If the total delay required is over one clock cycle, the
div_cycle_delay input to the PHASER_OUT block need not be asserted because a circular
buffer was added to the PHASER_OUT block.

Implementation Details

A write command is issued with a known write data pattern (FF 00 AA 55 55 AA 99
66) to a specific location. This is followed by a read command to the same location. The
data read back out of the IN_FIFO is compared with the expected data pattern on a byte
basis. If the data read out matches the expected pattern, no further changes are required in
the write path for that byte, as shown in Figure 1-48. If the first two data words read back
match the second set of data words in the expected pattern, the DQS and DQ 3-state signal
must be delayed by one memory clock. This scenario is shown in Figure 1-49. After all the
bytes are calibrated, the calibration logic asserts the init_calib_complete signal indicating
the completion of the initialization and calibration sequence. The memory controller can
now drive the address, command, and data buses.

CK edge that clocks Wr_Cmd CLW =9

CK@comp.1||||||\\|i||7(5_|:|||||||||

Write leveled :
DQS@Comp.1 |
aligned to the — 1
Wr_Cmd CK edge
DQ@comp.1 N 1 1 L1 L1 1

| UG586_c1_59_091311

Figure 1-48: DQS Aligned to the Correct CK Edge - No Change in Write Path
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DQS Aligned to Incorrect CK Edge - Delay DQS/DQ by One Memory Clock Cycle

Read Leveling

Read leveling stage 1 is required to center align the read strobe in the read valid data
window for the first stage of capture. In strobe-based memory interfaces like DDR2 or
DDR3 SDRAM, the second stage transfer requires an additional pulse which in

7 series FPGAs is provided by the PHASER_IN block. This stage of calibration uses the
PHASER_IN stage 2 fine delay line to center the capture clock in the valid DQ window. The
capture clock is the free-running FREQ_REF clock that is phase aligned to read DQS in the
PHASER_IN phase locked stage. A PHASER_IN provides two clock outputs namely ICLK
and ICLKDIV. ICLK is the stage 2 delay output and ICLKDIV is the rising edge aligned
divided by 2 version of ICLK.

The ICLK and ICLKDIV outputs of one PHASER_IN block are used to clock all the DQ
ISERDES associated with one byte. The ICLKDIV is also the write clock for the read DQ
IN_FIFOs. One PHASER_IN block is associated with a group of 12 1/Os. Each I/O bank in
the 7 series FPGA has four PHASER_IN blocks, and hence four bytes for DDR2 or DDR3
SDRAM can be placed in a bank.

Implementation Details

This stage of read leveling is performed one byte at a time where each DQS is center
aligned to its valid byte window. At the start of this stage, a write command is issued to a
specified DDR2 or DDR3 SDRAM address location with a predefined data pattern. This
write command is followed by back-to-back read commands to continuously read data
back from the same address location that was written to.

The algorithm first increments the IDELAY taps for all DQ bits in a byte simultaneously
until an edge is detected. At the end of the IDELAY increments, DQS is at or before the left
edge of the window.

The calibration logic reads data out of the IN_FIFO and records it for comparison. The data
pattern sequence is important for this stage of calibration. No assumption is made about
the initial relationship between DQS and the data window at tap 0 of the fine delay line.
The algorithm then delays DQS using the PHASER_IN fine delay line until a DQ window
edge is detected.

An averaging algorithm is used for data window detection where data is read back over
multiple cycles at the same tap value. The number of sampling cycles is set to 214. In
addition to averaging, there is also a counter to track whether DQS is positioned in the
unstable jitter region. A counter value of 3 means that the sampled data value was constant
for three consecutive tap increments and DQS is considered to be in a stable region. The
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counter value is reset to 0 whenever a value different from the previous value is detected.
The next step is to increment the fine phase shift delay line of the DQS PHASER_IN block
one tap at a time until a data mismatch is detected. The data read out of IN_FIFO after the
required settling time is then compared with the recorded data at the previous tap value.
This is repeated until a data mismatch is found, indicating the detection of a valid data
window edge. A valid window is the number of PHASER_IN fine phase shift taps for
which the stable counter value is a constant 3. This algorithm mitigates the risk of detecting
a false valid edge in the unstable jitter regions.

There are three possible scenarios for the initial DQS position with respect to the data
window. The first valid rising edge of DQS could either be in the previous data window, in
the left noise region of the current data window, or just past the left noise region inside the
current data window. The PHASER_IN fine delay line has 64 taps. (A bit time worth of
taps. Tap resolution therefore changes with frequency.) The first two scenarios would
result in the left data window edge being detected with a tap count less than 1/2 the bit
time and the second window edge might or might not be detected, depending on the
frequency and the width of the noise region. The third scenario results in the right window
edge being detected with a tap count close to a bit time. When both edges are detected, the
final DQS tap value is computed as:

first_edge_taps + (second_edge_taps - first_edge_taps)/2.

When only one edge is detected and the tap value of the detected edge is less than 1/2 of a
bit time, the final DQS tap value is computed as:

(first_edge_taps + (63 - first_edge_taps)/2)

When only one edge is detected and the tap value of the detected edge is almost a bit time,
the final DQS tap value is computed as:

(63 - ((63 - first_edge_taps)/2))
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Figure 1-50 shows the timing diagram for DQS center alignment in the data valid window.

Initial DQS

X

X X
X

X

Initial DQ Bits

X
X

X oes(

DQS at Left Window Edge

X X
X X

N

><><

A
-eoe | |- ——|——

DQ Bits Delayed using
IDELAY Taps

DQS Centered in Valid
Window

X

X12570

X

Figure 1-50: Read Leveling Stage 1 Timing Diagram

Memory Controller to PHY Interface

The calibration logic module constructs the PHY control word before sending it to the PHY
control block during calibration. After calibration is complete, the init_calib_complete
signal is asserted and sent to the memory controller to indicate that normal operation can
begin. To avoid latency increase, the memory controller must send commands in the
format required by the dedicated PHY block. As a result, the address, command, control,
and data buses are multiplexed before being sent to the PHY control block. These buses are
driven by the calibration module during the memory initialization and calibration stages
and by the memory controller during normal operation. Table 1-31 describes the memory
controller to PHY interface signals. These signals are synchronous to the fabric clock.
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Table 1-31:

Memory Controller to Calibration Logic Interface Signals

Signal Name

Width

1/0 To/From
PHY

Type

Description

rst

Input

The rstdiv0 output from the infrastructure
module synchronized to the PHY_Clk
domain.

PHY_Clk

Input

This clock signal is 1/4 the frequency of the
DDR2 or DDR3 clock.

mem_refclk

Input

This is the DDR2 or DDR3 frequency clock.

freq_refclk

Input

This signal is the same frequency as
mem_refclk between 400 MHz to 933 MHz,
and 1/2 or 1/4 of mem_refclk for
frequencies below 400 MHz.

sync_pulse

Input

This is the synchronization pulse output by
the PLL.

pll_lock

Input

The LOCKED output of the PLL
instantiated in the infrastructure module.

mc_ras_n

[nCK_PER_CLKO — 1:0]

Input

Active
Low

mc_xxx_n[0] is the first cmd in the sequence
of four.

mc_cas_n

[nCK_PER_CLK - 1:0]

Input

Active
Low

mc_xxx_n[0] is the first cmd in the sequence
of four.

mc_we_n

[nCK_PER_CLK - 1:0]

Input

Active
Low

mc_xxx_n[0] is the first cmd in the sequence
of four.

mc_address

[ROW_WIDTH x
nCK_PER_CLK - 1:0]

Input

mc_address[ROW_WIDTH - 1:0] is the first
command address in the sequence of four.

mc_bank

[BANK_WIDTH x
nCK_PER_CLK - 1:0]

Input

mc_bank[BANK_WIDTH - 1:0] is the first
command bank address in the sequence of
four.

mc_cs_n

[CS_WIDTH x
nCS_PER_RANK x
nCK_PER_CLK - 1:0]

Input

mc_cs_n [CS_WIDTH - 1:0] is the cs_n
associated with the first command in the
sequence.

mc_odt

[1:0]

Input

mc_odt [1:0] is the ODT driven by the
controller based on the RTT_NOM and
RTT_WR values. This signal is valid when
the CKE_ODT_AUX parameter is set to
FALSE.

mc_cke

[nCK_PER_CLK-1:0]

Input

mc_cke [nCK_PER_CLK-1:0] is the CKE
associated with the DRAM interface. This
signal is valid when the CKE_ODT_AUX
parameter is set to FALSE.

mc_reset_n

Input

Active
Low

mc_reset_nis input directly to the IOLOGIC
without an OUT_FIFO.

mc_wrdata

[2 x nCK_PER_CLK x
DQ_WIDTH - 1:0]

Input

This is the write data to the dedicated PHY.
It is 8x the memory DQ width for a 4:1 clock
ratio.
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Table 1-31:

Memory Controller to Calibration Logic Interface Signals (Cont’d)

Signal Name

Width

1/0 To/From
PHY

Type

Description

mc_wrdata_mask

[2 xnCK_PER_CLK x
(DQ_WIDTH/8) - 1:0]

Input

This is the write data mask to the dedicated
PHY. It is 8x the memory DM width for a 4:1
clock ratio.

mc_wrdata_en

Input

Active
High

This signal is the WREN input to the DQ
OUT_FIFO.

mc_cmd_wren

Input

Active
Low

This signal is the write enable input of the
address/command OUT_FIFOs.

mc_ctl_wren

Input

Active
Low

This signal is the write enable input to the
PHY control word FIFO in the dedicated
PHY block.

mc_cmd

[2:0]

Input

This signal is used for PHY_Ctl_Wd
configuration:

0x04: Non-data command (No column
command in the sequence of commands)
0x01: Write command

0x03: Read command

mc_data_offset

[5:0]

Input

This signal is used for PHY_Ctl_Wd
configuration:

0x00: Non-data command (No column
command in the sequence of commands)
CWL + COL cmd position: Write command
calib_rd_data_offset+COL cmd position—1:
Read command

mc_aux_out0

[3:0]

Input

Active
High

This is the auxiliary outputs field in the
PHY control word used to control ODT and
CKE assertion.

mc_aux_outl

[3:0]

Input

Active
High

This is the auxiliary outputs field in the
PHY control word used to control ODT and
CKE assertion for four-rank interfaces.

mc_rank_cnt

[1:0]

Input

This is the rank accessed by the command
sequence in the PHY control word.

phy_mc_ctl_full

Output

Active
High

Bitwise AND of all the Almost FULL flags
of all the PHY Control FIFOs. The Almost
FULL flag is asserted when the FIFO is one
entry away from being FULL.

phy_mc_cmd_full

Output

Active
High

Bitwise OR of all the Almost FULL flags of
all the command OUT_FIFOs. The Almost
FULL flag is asserted when the FIFO is one
entry away from being FULL.

phy_mc_data_full

Output

Active
High

Bitwise OR of all the Almost FULL flags of
all the write data OUT_FIFOs. The Almost
FULL flag is asserted when the FIFO is one
entry away from being FULL.
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Table 1-31: Memory Controller to Calibration Logic Interface Signals (Cont'd)

Signal Name Width Vo 1|;0I-I'I;rom Type Description
phy_rd_data [2 xnCK_PER_CLK x Output This is the read data from the dedicated
DQ_WIDTH - 1:0] PHY. It is 8x the memory DQ width for a 4:1
clock ratio.
phy_rddata_valid 1 Output Active | This signalis asserted when valid read data
High | isavailable.
calib_rd_data_offset [6 x RANKS - 1:0] Output This signal is the calibrated read data offset
value with respect to command 0 in the
sequence of four commands.
init_calib_complete 1 Output Active | This signal is asserted after memory
High | initialization and calibration are completed.

Notes:

AU

The parameter nCK_PER_CLK defines the number of DDR2 or DDR3 SDRAM clock cycles per PHY_Clk cycle.
The parameter ROW_WIDTH is the number of DDR2 or DDR3 SDRAM ranks.

The parameter BANK_WIDTH is the number of DDR2 or DDR3 SDRAM banks.

The parameter CS_WIDTH is the number of DDR2 or DDR3 SDRAM cs_n signals.

The parameter CKE_WIDTH is the number of DDR2 or DDR3 SDRAM CKE signals.

The parameter DQ_WIDTH is the width of the DDR2 or DDR3 SDRAM DQ bus.

Designing with the Core

The core is bundled with an example design that can be simulated. The example design can
be used as a starting point for the user design or as a reference for debugging purposes.

Only supported modifications should be made to the configuration of the core. See
Customizing the Core, page 118 for supported configuration parameters.

Interfacing to the Core

The memory controller can be connected using either the AXI4 slave interface, the UI, or
the native interface. The AXI4 slave interface provides an AXI4 memory-mapped
compliant slave ideal for connecting to processor subsystems. The AXI4 slave interface
converts its transactions to pass them over the UL The Ul resembles a simple FIFO
interface and always returns the data in order. The native interface offers higher
performance in some situations, but is more challenging to use.

The native interface contains no buffers and returns data as soon as possible, but the return
data might be out of order. The application must reorder the received data internally if the
native interface is used and reordering is enabled. The following sections describe timing
protocols of each interface and how they should be controlled.

AXl4 Slave Interface

The AXI4 slave interface follows the AXI4 memory-mapped slave protocol specification as
described in the ARM AMBA open specifications. See this specification [Ref 3] for the
signaling details of the AXI4 slave interface.
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AXI Addressing

The AXI address from the AXI master is a true byte address. The AXI shim converts the
address from the AXI master to the memory based on AXI SIZE and memory data width.
The LSBs of the AXI byte address are masked to 0, depending on the data width of the
memory array. If the memory array is 64 bits (8 bytes) wide, AXI address[2:0] are ignored
and treated as 0. If the memory array is 16 bits (2 bytes) wide, AXI address[0] is ignored
and treated as 0.

Data is accessed in blocks of 8 DRAM words. In the DDR2 and DDR3 memory data sheets,
this is called burst length 8. DDR3 DRAM is accessed in blocks of 8 DRAM words for a burst
length of 8. The Ul data port is as wide as 8 DRAM words for 4:1 PHY to memory controller
(MCQ) clock ratio mode and 4 DRAM words for 2:1 PHY to MC clock ratio.

Table 1-32: AXI Byte Address Masking

PHY t:‘ :;Itli(:; Clock Ul Data Width Men[;:tr;( witgtr;ace AXI Byte A;inirselfi?‘ g[’7:0] (LSBs)
4:1 64 8 A[7:0]
128 16 A[7:1],1'b0
256 32 A[7:2],2'b00
512 64 A[7:3],3'b000
2:1 32 8 A[7:0]
64 16 A[7:1],1b0
128 32 A[7:2],2’b00
256 64 A[7:3],3'b000

For example, AXI Byte addressing for a memory interface width of 64 and a 512K depth is
given in Table 1-33. Table 1-34 lists the supported DRAM configurations.

Table 1-33: AXI Byte Addressing Example for Data Width = 64 and Depth = 512K

Memory
Address 11 10 9 8 7 6 5 4 3 2 1 0
[11:0]

Row X X A21 A20 A19 A18 A17 Alé6 A15 Al4 Al3 Al12
Address

Column X X X All A10 A9 A8 A7 A6 A5 A4 A3
Address

Table 1-34: Supported DRAM Depth Configurations

Depth Row Width Column Width
512K 10 9

M 10 10

2M 11 10

4M 11 11

AM 12 10
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Upsizing and Downsizing

This section describes the upsizing and downsizing options available in the AXI Shim
interface.

Upsizing

When the data width on the User Interface side is wider than that on the AXI Interface side,

upsizing is performed in the AXI Shim. Data packing is performed for INCR and WRAP
bursts.

In the resulting transaction issued to the user interface side, the number of data beats is
reduced accordingly:

* For writes, data merging occurs.

e For reads, data serialization occurs.

Downsizing

When the data width on the AXI Interface side is wider than that on the User Interface side,
and the transfer size of the transaction is wider than the data width on the User Interface
side, downsizing is performed. In the transaction issued to the User Interface side, the
number of data beats is multiplied accordingly:

e For writes, data serialization occurs

* For reads, data merging occurs

User Interface

The mapping between the User Interface address bus and the physical memory row, bank
and column can be configured. Depending on how the application data is organized,

addressing scheme Bank- Row-Column or Row-Bank-Column can be chosen to optimize
controller efficiency. These addressing schemes are shown in Figure 1-51 and Figure 1-52.

User Address
A AJAJA|AIAIA
n -1413121110
Memory

Rank Bank Row Column

UG586_c1_61_091410

Figure 1-51: Memory Address Mapping for Bank-Row-Column Mode in Ul Module
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User Address
A AJAJA|AIAIA
n -1413|2(1|0
Memory

Rank Row Bank Column

UG586_c1_61a_012411

Figure 1-52: Memory Address Mapping for Row-Bank-Column Mode in Ul Module

Command Path

When the user logic app_en signal is asserted and the app_rdy signal is asserted from the
Ul, a command is accepted and written to the FIFO by the Ul The command is ignored by
the Ul whenever app_rdy is deasserted. The user logic needs to hold app_en High along
with the valid command and address values until app_rdy is asserted as shown in
Figure 1-53.

o L

| |
app_cmd X |_WRITE | X
| | | | | |
app_addr | | X | _Addro_ X
| | | f f l
app_en : : | | | |

Command is accepted when app_rdy is High and app_en is High.

ey o

UG586_c1_62_091510
Figure 1-53: Ul Command Timing Diagram with app_rdy Asserted

A non back-to-back write command can be issued as shown in Figure 1-54. This figure
depicts three scenarios for the app_wdf_data, app_wdf_wren, and app_wdf_end signals,
as follows:

1.  Write data is presented along with the corresponding write command (second half of
BLS).

Write data is presented before the corresponding write command.

Write data is presented after the corresponding write command, but should not exceed
the limitation of two clock cycles.

For write data that is output after the write command has been registered, as shown in
Note 3, the maximum delay is two clock cycles.
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| | | | | |
app_cmd | l DKRWRITE XX | |
| | | | | |
app_addr | | X Addr 0 XX | |
| | )/—L:_ I Maximum allowed data
app_en : : | | I delay from addr/cmd
app_rdy ! ! ! ! ! " is two clocks as shown
I I I I I I in Event 3.
app_wdf_mask I I I I I I
| | | | | |
L R R R
re—— - - -~ L P I D O 1
: app_wdf_data X K _wo X | :
| | | | | |
: app_wdf_wren | | N AN | | :
| | | | | |
I app_wdf_end | l N N | | I1
A T N N A I ——
r | | | | | | 1
: app_wdf_data X X wo X | I :
| | | | | |
| app_wdf_wren A N | | | '
' | | | | | | '
| app_wdf_end A \ ! ! | I2
e —— g T I —
| | | | | [ 1
app_wdf_data X wo X X |

! UG586_c1_63_091410

Figure 1-54: 4:1 Mode Ul Interface Write Timing Diagram
(Memory Burst Type = BL8)

Write Path

The write data is registered in the write FIFO when app_wdf_wren is asserted and
app_wdf_rdy is High (Figure 1-55). If app_wdf_rdy is deasserted, the user logic needs to
hold app_wdf_wren and app_wdf_end High along with the valid app_wdf_data value
until app_wdf_rdy is asserted. The app_wdf_mask signal can be used to mask out the
bytes to write to external memory.
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| | | | | | | | | | |
clk

aop.ma 1] wre e e Y re fvare o e T TIATILILL
O} 08 0 € o o e
appen | ‘ ‘

app_rdy

app_wdf_mask

app_wdf_rdy

E app_wdf_data // / /‘X W a0 X W b0 X W cO X Wdo X We0 X w fo X W g0 X X X
T i s R N N R R
i app_wdf_end / l 1 1 1 1 1 1
. | | | | | | |

H | | | | | | |

.......................................................................................................................

Figure 1-55: 4:1 Mode Ul Interface Back-To-Back Write Commands Timing Diagram
(Memory Burst Type = BL8)

As shown in Figure 1-53, page 107, the maximum delay for a single write between the
write data and the associated write command is two clock cycles. When issuing
back-to-back write commands, there is no maximum delay between the write data and the
associated back-to-back write command, as shown in Figure 1-56.

clk —u—u—u—u—u—u—u—u—umm_i—l

app_cmd XWRITE)|QNRITE)|QNRITE)|QNRITE)|(WRITE)|(WRITE)I@VRITEX X
I
app_addr XAddr aXAddr bXAddr cXAddr dXAddr eXAddr fXAddr g)( | | X
| | I I I I
app_en A | | | | | AN | | | |
I I I I | | | | | | I
| | | | | | | | | | |
app_rdy | | | | | | ! ! | | |
app_wdf_mask A S SR S S S S S S
1 1 1 1 1 1 T T T T
app_wdf_rd ' ' ' . . . ; ; ; ; ;
PP-WALTEY I e
C T T TTTTT T T T T T I~ r - I
| app_wdf_data W a0 X W b0 YW co X W do X W eo Y W 1o 5|(w 90 I

| | | | | | |
| app_wdf_wren N | | | | | :
| | | | | | |

| app_wdf_end N I | I I I :

L Jd- 4141 11+ _+__+t__+__1+__1L__
I I I I I I I I I

"

5
|
I
|
I
|
I

c —

G586_c1_65_091410

Figure 1-56: 4:1 Mode Ul Interface Back-to-Back Write Commands Timing Diagram
(Memory Burst Type = BL8)

The app_wdf_end signal must be used to indicate the end of a memory write burst. For
memory burst types of eight, the app_wdf_end signal must be asserted on the second write
data word.

The map of the application interface data to the DRAM output data can be explained with
an example.
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For a 4:1 memory controller to DRAM clock ratio with an 8-bit memory, at the application
interface, if the 64-bit data driven is 0000_0806_0000_0805 (Hex), the data at the DRAM
interface is as shown in Figure 1-57. This is for a BL8 (Burst Length 8) transaction.

Figure 1-57: Data at the DRAM Interface for 4:1 Mode

The data values at different clock edges are as shown in Table 1-35.

Table 1-35: Data Values at Different Clock Edges
Rise0 Fall0 Rise1 Fall1 Rise2 Fall2 Rise3 Fall3

05 08 00 00 06 08 00 00

For a 2:1 memory controller to DRAM clock ratio, the application data width is 32 bits.
Hence for BL8 transactions, the data at the application interface must be provided in two
clock cycles. The app_wdf_end signal is asserted for the second data as shown in

Figure 1-58. In this case, the application data provided in the first cycle is 0000_0405 (Hex),
and the data provided in the last cycle is 0000_080A (Hex). This is for a BL8 transaction.

e O 1 Y NN NS i W NN Py

z o0
N S O Y S S N A A R A

Figure 1-58: Data at the Application Interface for 2:1 Mode

Figure 1-59 shows the corresponding data at the DRAM interface.

Figure 1-59: Data at the DRAM Interface for 2:1 Mode
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Read Path

The read data is returned by the Ul in the requested order and is valid when
app_rd_data_valid is asserted (Figure 1-60 and Figure 1-61). The app_rd_data_end signal
indicates the end of each read command burst and is not needed in user logic.

| | | |

app_cmd | | X READ X | |

L L L L

app_addr | | DK Addr 0 * | |

aoo en | | | { | |

PP : : | | : |

1 1 1 1 1 1

app_rdy | | | | | |
T 4———F——d4———p——d———f——————— -
: app_rd_data : : : : : * rRo X X :
: app_rd_data_valid : : : : : ,{’1 :
b= A Y I N -

UG586_c1_66_110510

Figure 1-60: 4:1 Mode Ul Interface Read Timing Diagram
(Memory Burst Type = BL8)

| | | |
app_cmd X | X__READ X | |
i l | |
app_addr : | )k Addr 0 )k Addr 1 )k : :
| | | { | |
app_en ; : | |
t t t t t t t
app_rdy | | | | | |
r——————————— = T- -+ —-"—"—FF-"—""4—-—"——————— |
: app_rd_data | ' 1 1 1 5|( RO 5|( R X :
T 1 1 1 1
I app_rd_data_valid | : : : : IV_lﬁl |
[ |
_____________ | L T e e

Figure 1-61: 4:1 Mode Ul Interface Read Timing Diagram
(Memory Burst Type = BL4 or BLS8)

In Figure 1-61, the read data returned is always in the same order as the requests made on
the address/control bus.
User Refresh

For user-controlled refresh, the memory controller managed maintenance should be
disabled by setting the USER_REFRESH parameter to “ON.”

To request a REF command, app_ref_req is strobed for one cycle. When the memory
controller sends the command to the PHY, it strobes app_ref_ack for one cycle, after which
another request can be sent. Figure 1-62 illustrates the interface.
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app_ref_req

app_ref_ack

app_zq_req j-\

app_zq_ack

W AWEAWAVIAWAWRYAWEAWRVAWAWRWERWA
S o U e ey o -

S o W .

X12204

Figure 1-62: User-Refresh Interface

A user-refresh operation can be performed any time provided the handshake defined
above is followed. There are no additional interfacing requirements with respect to other
commands. However, pending requests affect when the operation goes out. The memory
controller fulfills all pending data requests before issuing the refresh command. Timing
parameters must be considered for each pending request when determining when to
strobe app_ref_req to avoid a tREFI violation. To account for the worst case, subtract tRCD,
CL, the data transit time, and tRP for each bank machine to ensure that all transactions can
complete before tREFI expires. Equation 1-1 shows the REF request interval maximum.

(tREFI— (tRCD + ((CL + 4) x tCK) + tRP) x nBBANK_MACHS) Equation 1-1

A user REF should be issued immediately following calibration to establish a time baseline
for determining when to send subsequent requests.

User ZQ

For user-controlled ZQ calibration, the memory controller managed maintenance should
be disabled by setting the tZQI parameter to 0.

To request a ZQ command, app_zq_req is strobed for one cycle. When the memory
controller sends the command to the PHY, it strobes app_zq_ack for one cycle, after which
another request can be sent. Figure 1-63 illustrates the interface.

F -

N

X12188

Figure 1-63: User ZQ Interface

A user ZQ operation can be performed any time provided the handshake defined above is
followed. There are no additional interfacing requirements with respect to other
commands. However, pending requests affect when the operation goes out. The memory
controller fulfills all pending data requests before issuing the ZQ command. Timing
parameters must be considered for each pending request when determining when to
strobe app_zq_req to achieve the desired interval if precision timing is desired. To account
for the worst case, subtract tRCD, CL, the data transit time and tRP for each bank machine
to ensure that all transactions can complete before the target tZQI expires. Equation 1-2
shows the ZQ request interval maximum.

(tZQI— (tRCD + ((CL + 4) x tCK) + tRP) x nBANK_MACHS) Equation 1-2

A user ZQ should be issued immediately following calibration to establish a time baseline
for determining when to send subsequent requests.
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Native Interface

The native interface protocol is shown in Figure 1-64.

ok MM\ AN T

rank, bank, row, column
cmd, hi_priority

accept

use_addr

data_buf_addr

wr_data_en
wr_data_addr

wr_data
wr_data_mask

rd_data_en
rd_data_addr
rd_data

o
o
L
K::
|
|
|
|

—/ | \ -

——

| |
K_DO-D3 X D4-D7 )

——

|
— T

==

X Do-D3 X D4-D7 )
| | |

UGS586_c1_67_110510

Figure 1-64: Native Interface Protocol

Requests are presented to the native interface as an address and a command. The address
is composed of the bank, row, and column inputs. The command is encoded on the cmd

input.

The address and command are presented to the native interface one state before they are
validated with the use_addr signal. The memory interface indicates that it can accept the
request by asserting the accept signal. Requests are confirmed as accepted when use_addr
and accept are both asserted in the same clock cycle. If use_addr is asserted but accept is
not, the request is not accepted and must be repeated. This behavior is shown in

Figure 1-65.

| | | | | | | |
cdk o ¥/

rank, bank, row, column
cmd, hi_priority
accept

use_addr

data_buf_addr

| | | | | |
S - —c——— " ——
e e,
G R R WA N R GE—
| | : ' : : ' |
—_— T 2 e
I 1 1 ! 1 1 !
I k1lx2lx3,3x4x
| |

{
|
UGS86_c1_68_091410

Figure 1-65: Native Interface Flow Control

In Figure 1-65, requests 1 and 2 are accepted normally. The first time request 3 is presented,
accept is driven Low, and the request is not accepted. The user design retries request 3,
which is accepted on the next attempt. Request 4 is subsequently accepted on the first

attempt.

7 Series FPGAs Memory
UG586 April 24, 2012

wervBD T ECizom/XILIN X

113


http://www.xilinx.com

Chapter 1: DDR3 and DDR2 SDRAM Memory Interface Solution & XILINX.

wr_data_en
wr_data_addr

wr_data_offset

wr_data
wr_data_mask

rd_data_en
rd_data_addr
rd_data_addr
rd_data

The data_buf_addr bus must be supplied with requests. This bus is an address pointer into
a buffer that exists in the user design. It tells the core where to locate data when processing
write commands and where to place data when processing read commands. When the core
processes a command, the core echoes data_buf_addr back to the user design via
wr_data_addr for write commands and rd_data_addr for read commands. This behavior is
shown in Figure 1-66. Write data must be supplied in the same clock cycle that wr_data_en
is asserted.

X Do-D3 X Da-D7 X
I I
I I I Two Back-to-Back

: : : | Data Bursts

| | | | | | | | |
— | \ | | | | y | | | N
—— o
| | | | f { f {
K_o X 1 ) | | | | Ko XN—1 X—o X1 X
—— .
! ! ! ! ! ! ! e WO BaCKtO Back |
| | | | | | | | | ] | |
: ' | : : : ' | | | | |
| I\_( | | | I'\_ | | | | |
| X X | X | X | | | | |
| | k | | | | | | | | |
> |x L |X > |x ! |x 0 |x ! |X | | | | |
D0-D3 _D4-D7_X_D0-D3 X D4-D7 X I | | | |
' ' ' | | | '
' ' | | | '
! ! | | | !

UG586_c1_69_090911

Figure 1-66: Command Processing

Transfers can be isolated with gaps of non-activity, or there can be long bursts with no
gaps. The user design can identify when a request is being processed and when it finishes
by monitoring the rd_data_en and wr_data_en signals. When the rd_data_en signal is
asserted, the memory controller has completed processing a read command request.
Similarly, when the wr_data_en signal is asserted, the memory controller is processing a
write command request.

When NORM ordering mode is enabled, the memory controller reorders received requests
to optimize throughput between the FPGA and memory device. The data is returned to the
user design in the order processed, not the order received. The user design can identify the
specific request being processed by monitoring rd_data_addr and wr_data_addr. These
fields correspond to the data_buf_addr supplied when the user design submits the request
to the native interface. Both of these scenarios are depicted in Figure 1-66.

The native interface is implemented such that the user design must submit one request at
a time and, thus, multiple requests must be submitted in a serial fashion. Similarly, the core
must execute multiple commands to the memory device one at a time. However, due to
pipelining in the core implementation, read and write requests can be processed in parallel
at the native interface.

User Refresh

See User Refresh for the UL The feature is identical in the native interface.

User ZQ

See User ZQ for the Ul The feature is identical in the native interface.
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Physical Layer Interface (Non-Memory Controller Design)

The MIG Physical Layer, or PHY, can be used without the memory controller. The PHY
files are located in the user_design/rtl/phy directory generated by the MIG tool. Also
needed are the infrastructure files located in user_design/rtl/clocking. The MIG
memory controller can be used as an example of how to interface to the PHY. The
user_design/rtl/ip_top/mem_intfc.v file shows a sample instantiation of the
memory controller and the PHY.

The PHY provides a physical interface to an external DDR2 or DDR3 SDRAM. The PHY
generates signal timing and sequencing required to interface to the memory device. It
contains clock-, address-, and control- generation logic, write and read datapaths, and state
logic for initializing the SDRAM after power-up. In addition, the PHY contains calibration
logic to perform timing training of the read and write datapaths to account for system
static and dynamic delays. At the end of calibration the PHY asserts the
init_calib_complete signal output to the memory controller. The assertion of this signal
indicates that the memory controller can begin normal memory transactions.

A detailed description of the PHY architecture and the various stages of calibration are
provided in PHY, page 79. The signals required for the memory controller to interface to
the PHY are listed in Table 1-31.

For clocking requirements see Clocking Architecture, page 69. The user can choose to use
the infrastructure, iodelay_ctrl, and clk_ibuf modules provided in the clocking directory
output by the MIG tool or instantiate the primitives in these modules in their system
design.

The PHY Control FIFO, command OUT_FIFOs, and write data OUT_FIFOs are all in
asynchronous operation mode. The read clock and the write clock to these FIFOs differ in
frequency and phase. Therefore all three OUT_FIFO FULL flags (phy_mc_ctl_full,
phy_mc_cmd_full, and phy_mc_data_full) described in Table 1-31, page 102 must be
monitored by the controller to prevent overflow of the PHY Control FIFO and the
OUT_FIFOs, leading to loss of command and data.

Memory commands and data can be sent directly through the PHY interface. Different
command types are sent through different slots. The CAS Write Latency (CWL) command
dictates the slot number to use for write/read commands. For an odd CWL value, CAS slot
numbers 1 or 3 can be used; for an even CWL value, CAS slot numbers 0 or 2 can be used
for the write/read commands. In Figure 1-67, the Control Offset, Low Index, Event Delay,
Seq, and Act Pre fields of PHY Control words are tied Low internally inside the phy_top
module and are not used.

7 Series FPGAs Memory
UG586 April 24, 2012

wervBD T ECizom/XILIN X


http://www.xilinx.com

Chapter 1: DDR3 and DDR2 SDRAM Memory Interface Solution & XILINX.

Physical Layer Interface

FREQ REFCLK >
MEM_REFCLK

CLK
CLK_REF >
SYNC_PULSE
DDR3_RST_N
PHY Control Word
- EQ bus
MC_CTL WREN . PHY Control
< PHY_MC_CTL_FULL DM >
MC_RESST_N - DQS
= > DDR3
MC_ADDRgSSHSZ:O] > SDRAM
MC_RAS_N g
MC_CAS_N g Addr/Cmd/Control |
MC_WE_N :
MC_CS_N P> | Address/Command
MC_BA[2:0 > OUT_FIFO Clocks >
< PHY_MC_CMD_FULL IOLOGIC
MC_CMDJ2:0 ;
MC_CMD_WREN > PHY Control Word composed of:
MC_WRDATA[n:0] - MC_CMD[2:0]
Mc:WRDATA_EN > . - MC_AUX_OUTO[3:0]
> Write Data - MC_RANK_CNTJ[1:0]

MC_WRDATA_MASK[n/8:0] OUT FIFO

PHY_MC_DATA FULL - MC_DATA_OFFSET][5:0]

- MC_CAS_SLOTI[1:0]

- Control Offset[4:0] : tie to 0 internally
- Low Index[2:0] : tie to O internally

- Seq[1:0] : tie to 0 internally

- Event Delay[2:0] : tie to O internally
- Act Pre : tie to 0 internally.

A

PHY_RD_DATA
PHY_RDDATA_VALID Read Data
IN_FIFO

AA

CALIB_RD_DATA_OFFSET
INIT_CALIB_COMPLETE
RST

PLL_LOCK

A A

vy

Figure 1-67: PHY Interface Example

The data offset field (MC_DATA_OFFSET) in the PHY control word for read commands is
determined during PHASER_IN DQSFOUND calibration. It is provided by the PHY
through the PHY interface. The memory controller must add the slot number being used to
this read data offset value provided by the PHY. PHY control inside the PHY needs to
know when to read data from IN_FIFO after a READ command has been issued to
memory.

Read data offset = Calibrated PHY read data offset + slot number
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The data offset field in the PHY control word for write commands must be set based on the
slot number being used, CWL, and the n"CK_PER_CLK parameter value as shown in the
following equations:

e FornCK PER_CLK =4
Write data offset = CWL + 2 + slot number

e FornCK_PER_CLK =2
Write data offset = CWL - 2 + slot number

The write waveform shown in Figure 1-68 illustrates an example with DDR3 SDRAM
CWL =7 and nCK_PER_CLK = 4. The selected slot number can be 1 or 3.

Write data offset = CWL + slot number + 2
=7+1+2=10

Data WR CMD: 001

Da 00 (]

T & i

Precharge command
sent via slot 2

Activate command sent Write commands sent

via slot 0 via slot 1 X12191

Figure 1-68: Sending Write Commands in the PHY Interface

Note: Bits 3 through 7, bits 12 through 14, bits 23 through 24, and bits 27 through 31 in Table 1-29,
page 84 are not used in this example.
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The write waveform shown in Figure 1-69 illustrates an example with calibrated PHY read
data offset = 10. For a selected slot number of 1, nCK_PER_CLK of 4, the read data offset is:

Read data offset = Calibrated PHY read data offset + slot number
= 10+1=11

Data RD CMD: 011 |pueeesssms Mmc_data_offset = calib_rd_data_offset (0Oxa) + slot number (0x1)
I8 Non Data PHY CMD: 100 B
i

— T — %71~ T r—— T —— T

0 0o | joh 0o s}
3 4 3 4 ] 4 d

b

\ e i b i B \

e 1 | R i b e i

e a T

00../ {000.. J000..1 {000..J 1000..| Jo00.., jo00... J000.. o

Two back to back read
commands sent via slot 1 X12190

Precharge command
sent via slot 2

Activate command sent
via slot 0

Figure 1-69: Sending Read Commands in the PHY Interface

Note: Bits 3 through 7, bits 12 through 14, bits 23 through 24, and bits 27 through 31 in Table 1-29,
page 84 are not used in this example.

The PHY calibration operates with additive latency AL) equal to 0. If a non-zero additive
latency (CL-1 or CL-2) is preferred after the completion of calibration, the controller must
issue the appropriate MRS command. Furthermore, the mentioned data offset must be
recalculated with the addition of the AL value.

Customizing the Core

The 7 series FPGAs memory interface solution supports several configurations for DDR2
or DDR3 SDRAM devices. The specific configuration is defined by Verilog parameters in
the top level of the core. The MIG tool should be used to regenerate a design when
parameters need to be changed. The parameters set by the MIG tool are summarized in
Table 1-36, Table 1-37, and Table 1-38.
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Table 1-36: 7 Series FPGA Memory Solution Configuration Parameters

Parameter

Description

Options

REFCLK_FREQ()

This is the reference clock frequency for
IDELAYCTRLS. This can be set to 200.0 for any
speed grade device. For more information, see the
IDELAYE?2 (IDELAY) and ODELAYE2 (ODELAY)
Attribute Summary table in the 7 Series FPGAs
SelectlO Resources User Guide [Ref 1].

200.0

SIM_BYPASS_INIT_CAL?

This is the calibration procedure for simulation.
“OFF” is not supported in simulation. “OFF”
must be used for hardware implementations.
“FAST” enables a fast version of read and write
leveling. “SIM_FULL” enables full calibration but
skips the power up initialization delay.
“SIM_INIT_CAL_FULL” enables full calibration
including the power-up delays.

“OFF”
“SIM_INIT_CAL_FULL”
“FAST”

“SIM_FULL”

nCK_PER_CLK

This is the number of memory clocks per clock.

4

nCS_PER_RANK

This is the number of unique CS outputs per rank
for the PHY.

1,2

DQS_CNT_WIDTH

This is the number of bits required to index the
DQS bus and is given by
ceil(log,(DQS_WIDTH)).

ADDR_WIDTH This is the memory address bus width. It is equal
to RANK_WIDTH + BANK_WIDTH +
ROW_WIDTH + COL_WIDTH.
BANK_WIDTH This is the number of memory bank address bits. | This option is based on the selected
memory device.
CS_WIDTH This is the number of unique CS outputs to This option is based on the selected
memory. MIG tool configuration.
CK_WIDTH This is the number of CK/CK# outputs to This option is based on the selected
memory. MIG tool configuration.
CKE_WIDTH This is the number of CKE outputs to memory. | This option is based on the selected
MIG tool configuration.
ODT_WIDTH This is the number of ODT outputs to memory. | This option is based on the selected
MIG tool configuration.
COL_WIDTH This is the number of memory column address | This option is based on the selected
bits. memory device.
RANK_WIDTH This is the number of bits required to index the | This parameter value is 1 for both
RANK bus. Single and Dual rank devices.
ROW_WIDTH This is the DRAM component address bus width. | This option is based on the selected
memory device.
DM_WIDTH This is the number of data mask bits. DQ WIDTH/8

7 Series FPGAs Memory
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Table 1-36: 7 Series FPGA Memory Solution Configuration Parameters (Cont’d)

calculate timing on the memory addr/cmd bus.

Parameter Description Options
DQ_WIDTH This is the memory DQ bus width. This parameter supports DQ widths
from 8 to a maximum of 72 in
increments of 8. The available
maximum DQ width is frequency
dependent on the selected memory
device.
DQS_WIDTH This is the memory DQS bus width. DQ_WIDTH/8
BURST_MODE This is the memory data burst length. DDR3: “8”
DDR2: “8”
BM_CNT_WIDTH This is the number of bits required to index a bank
machine and is given by
ceil(log,(nNBANK_MACHS)).
ADDR_CMD_MODE This parameter is used by the controller to “1T”

ORDERING )

This option reorders received requests to
optimize data throughput and latency.

“NORM”: Allows the memory
controller to reorder commands to
memory to obtain the highest possible
efficiency.

“STRICT”: Forces the memory
controller to execute commands in the
exact order received.

STARVE_LIMIT This sets the number of times a read requestcan |1,2,3,...10
lose arbitration before the request declares itself
high priority. The actual number of lost
arbitrations is STARVE_LIMIT x
nBANK_MACHS.
WRLVL This option enables write leveling calibration in | DDR3: “ON”
DDR3 designs. This parameter must alwaysbe | ppR2: “OFF”
“ON” for DDR3 and “OFF” for DDR2. The value
of this parameter is ignored when
SIM_BYPASS_INIT_CAL is set to “SKIP.”
RTT_NOM This is the nominal ODT value. DDR3_SDRAM:
“120”7: RZQ/2
“60”: RZQ/4
“40”:RZ/6
DDR2_SDRAM:
“150”: 150 Q
“75”7:75 Q
“50”: 50 Q
RTT_WR This is the dynamic ODT write termination used | DDR3_SDRAM:
inmultiple-RANK designs. For single-component “OFF”: RTT WR disabled.
designs, RTT_WR should be disabled. “120” RZQ/_Z
“60”: RZQ/4
OUTPUT_DRV This is the DRAM reduced output drive option. | “HIGH”
IILOWI/
120 emory Interface Solutions
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Table 1-36: 7 Series FPGA Memory Solution Configuration Parameters (Cont’d)

Parameter Description Options
REG_CTRL This is the option for DIMM or unbuffered DIMM | “ON”": Registered DIMM
selection. “OFF”: Components, SODIMMs,
UDIMMs.
IODELAY_GRP This is an ASCII character string to define an Default: “IODELAY_MIG”

IDELAY group used in a memory design. This is
used by the ISE tools to group all instantiated
IDELAYSs into the same bank. Unique names must
be assigned when multiple IP cores are
implemented on the same FPGA.

ECC_TEST This option, when set to “ON,” allows the entire | “ON”

DRAM bus width to be accessible though the UL | “OFF”
For example, if DATA_WIDTH == 64, the
app_rd_data width is 288.

PAYLOAD_WIDTH This is the actual DQ bus used for user data. ECC_TEST = OFF:

PAYLOAD_WIDTH = DATA_WIDTH

ECC_TEST = ON:
PAYLOAD_WIDTH = DQ_WIDTH

DEBUG_PORT This option enables debug signals/control. “ON”
I/OFFII

TCQ This is the clock-to-Q delay for simulation (The value is in picoseconds.)

purposes.

tCK This is the memory tCK clock period (ps). The value, in picoseconds, is based on
the selected frequency in the MIG tool.

DIFF_TERM_SYSCLK “TRUE”, “FALSE” Differential termination for system
clock input pins.

DIFF_TERM_REFCLK “TRUE”, “FALSE” Differential termination for IDELAY
reference clock input pins.

Notes:

1. The lower limit (maximum frequency) is pending characterization.

2. Core initialization during simulation can be greatly reduced by using SIM_BYPASS_INIT_CAL. Three simulation modes are
supported. Setting SIM_BYPASS_INIT_CAL to FAST causes write leveling and read calibration to occur on only one bit per memory
device. This is then used across the remaining data bits. When SIM_BYPASS_INIT_CAL is set to SKIP, no read calibration occurs,
and the incoming clocks and data are assumed to be aligned. Setting SIM_BYPASS_INIT_CAL to SIM_INIT_CAL_FULL causes
complete memory initialization and calibration sequence occurs on all byte groups. SIM_BYPASS_INIT_CAL should be set to
SIM_INIT_CAL_FULL for simulations only. SIM_BYPASS_INIT_CAL should be set to OFF for implementation, or the core does not
function properly.

3. When set to NORM, ORDERING enables the reordering algorithm in the memory controller. When set to STRICT, request

reordering is disabled, which greatly limits throughput to the external memory device. However, it can be helpful during initial core
integration because requests are processed in the order received; the user design does not need to keep track of which requests are
pending and which requests have been processed.

The parameters listed in Table 1-37 depend on the selected memory clock frequency,
memory device, memory configuration, and FPGA speed grade. The values for these
parameters are embedded in the memc_ui_top IP core and should not be modified in the
top level. Xilinx strongly recommends that the MIG tool be rerun for different
configurations.
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Table 1-37: Embedded 7 Series FPGAs Memory Solution Configuration Parameters

the I/O Power Reduction option in the MIG
tool.

Parameter Description Options
tFAW This is the minimum interval of four active This value, in picoseconds, is based on
commands. the device selection in the MIG tool.
tRRD This is the ACTIVE-to-ACTIVE minimum This value, in picoseconds, is based on
command period. the device selection in the MIG tool.
tRAS This is the minimum This value, in picoseconds, is based on
ACTIVE-to-PRECHARGE period for memory. | the device selection in the MIG tool.
tRCD This is the ACTIVE-to-READ or -WRITE This value, in picoseconds, is based on
command delay. the device selection in the MIG tool.
tREFI This is the average periodic refresh interval for | This value, in picoseconds, is based on
memory. the device selection in the MIG tool.
tRFC This is the REFRESH-to-ACTIVE or This value, in picoseconds, is based on
REFRESH-to-REFRESH command interval. the device selection in the MIG tool.
tRP This is the PRECHARGE command period. This value, in picoseconds, is based on
the device selection in the MIG tool.
tRTP This is the READ-to-PRECHARGE command | This value, in picoseconds, is based on
delay. the device selection in the MIG tool.
tWTR This is the WRITE-to-READ command delay. | This value, in picoseconds, is based on
the device selection in the MIG tool.
tZQI This is the timing window to perform the This value, in CK, is based on the
ZQCL command in DDR3 SDRAM. device selection in the MIG tool. Set to
0, if the user manages this function.
tZQCS This is the timing window to perform the This value, in CK, is based on the
ZQCS command in DDR3 SDRAM. device selection in the MIG tool.
nAL This is the additive latency in memory clock |0
cycles.
CL This is the read CAS latency. The available DDR3:5,6,7,8,9
option is frequency dependent in the MIG tool. | pDR2: 3, 4, 5, 6
CWL This is the write CAS latency. The available DDR3:5,6,7,8
option is frequency dependent in the MIG tool.
BURST_TYPE This is an option for the ordering of accesses | “Sequential”
within a burst. “Interleaved”
IBUF_LPWR_MODE This option enables or disables the low-power | “ON”
mode for the input buffers. “OFF”
IODELAY_HP_MODE This option enables or disables the IDELAY “ON”
high-performance mode. "OFF”
DATA_IO_PRIM_TYPE This option instantiates IBUF primitives for “HP_LP”
Data (DQ) and Strobe (DQS) as per banks “HR_LP”
selected for the interface and also depends on | “DEFAULT”
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Table 1-37: Embedded 7 Series FPGAs Memory Solution Configuration Parameters (Cont'd)

Parameter

Description

Options

SYSCLK_TYPE

DIFFERENTIAL
SINGLE_ENDED

This parameter indicates whether the
system uses single-ended or
differential system clocks. Based on
the selected CLK_TYPE, the clocks
must be placed on the correct input
ports. For differential clocks,
sys_clk_p/sys_clk_n must be used.
For single-ended clocks, sys_clk_i
must be used.

REFCLK_TYPE

DIFFERENTIAL
SINGLE_ENDED

This parameter indicates whether the
system uses single-ended or
differential reference clocks. Based on
the selected CLK_TYPE, the clocks
must be placed on the correct input
ports. For differential clocks,
ref_clk_p/ref_clk_n must be used. For
single-ended clocks, ref_clk_i must be
used.

USE_DM_PORT This is the enable data mask option used 1: Enable
during memory write operations. 0: Disable
CK_WIDTH This is the number of CK/CK# outputs to
memory.
DQ_CNT_WIDTH This is ceil(log2(DQ_WIDTH)).
DRAM_TYPE This is the supported memory standard for the | “DDR3”, “DDR2”
memory controller.
DRAM_WIDTH This is the DQ bus width per DRAM
component.
AL This is the additive latency. 0

nBANK_MACHS

This is the number of bank machines. A given
bank machine manages a single DRAM bank
at any given time.

2,3,4,5,6,7,8

DATA_BUF_ADDR_WIDTH

This is the bus width of the request tag passed
to the memory controller. This parameter is set
to 5 for 4:1 mode and 4 for 2:1 mode.

5,4

SLOT_0_CONFIG

This is the rank mapping.

Single-rank setting: 8 'b0000_0001
Dual-rank setting: 8 'b0000_0011

ECC This is the error correction code, availablein | 72
72-bit data width configurations. ECC is not
currently available.

RANKS This is the number of ranks.
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Table 1-37: Embedded 7 Series FPGAs Memory Solution Configuration Parameters (Cont'd)

Parameter

Description

Options

DATA_WIDTH

This parameter determines the write data

ECC is enabled.

DATA_WIDTH = DQ_WIDTH +
ECC_WIDTH

ECC = OFF:
DATA_WIDTH = DQ_WIDTH

mask width and depends on whether or not

APP_DATA_WIDTH

This UI_INTEC parameter specifies the
payload data width in the UL

APP_DATA_WIDTH =
PAYLOAD_WIDTH x 4

APP_MASK_WIDTH

This UI_INTEC parameter specifies the
payload mask width in the UL

USER_REFRESH

User or Native interface.

This parameter indicates if the user manages
refresh commands. Can be set for either the

”ON”, ”OFF”

Table 1-38: DDR2/DDR3 SDRAM Memory Interface Solution Pinout Parameters

Table 1-38 contains parameters set up by the MIG tool based on the pinout selected. When
making pinout changes, it is recommended to rerun the MIG tool to set up the parameters
properly. See Bank and Pin Selection Guides for DDR3 Designs, page 127 and Bank and Pin

Selection Guides for DDR2 Designs, page 135.

Mistakes to the pinout parameters can result in non-functional simulation, an unroutable
design, and/or trouble meeting timing. These parameters are used to set up the PHY and
route all the necessary signals to and from it. The following parameters are calculated

based on selected Data and Address/Control byte groups. These parameters do not

consider the system signals selection (that is, system clock, reference clock and status

signals).

Parameter

Description

BYTE_LANES_BO,
BYTE_LANES_B1,
BYTE_LANES_B2

Defines the byte lanes being

“1” in a bit position
indicates a bytelaneisused, | lane is not used.
and a “0” indicates unused.

used in a given I/O bank. A Ordering of bits from MSB to LSB is T0, T1, T2, and T3 byte groups.
4'b1101: For a given bank, three byte lanes are used and one byte

Defines mode of use of byte
lanes in a givenI/Obank. A

DATA_CTL_BO, . ! ma bit position . 4 '1100: With respect to the BYTE_LANE example, two byte
DATA_CTL._B1, indicates a byte lane is used lanes are used for Data and one for Address/Control
DATA_CTL_B2 for data, and a “0” indicates ’
it is used for
address/control.
124 emory Interface Solutions

www.BD TEieom / XFENS

UG586 April 24, 2012


http://www.xilinx.com

& XILINX.

Customizing the Core

Table 1-38: DDR2/DDR3 SDRAM Memory Interface Solution Pinout Parameters (Cont'd)

Parameter

Description

Example

PHY_0_BITLANES,
PHY_1_BITLANES,
PHY_2 BITLANES

12-bit parameter per byte
lane used to determine
which I/O locations are
used to generate the
necessary PHY structures.
This parameter is provided
as per bank. Except CKE,
ODT, and RESET pins, all
Data and Address/Control
pins are considered for this
parameter generation.

This parameter denotes for all byte groups of a selected bank. All
12 bits are denoted for a byte lane. For example, this parameter is
48'hFFE_FFF_000_ DF6 for one bank.

12'hDF6 (12'b1101_1111_0110): bit lines 0, 3, and 9 are not used, the
rest of the bits are used.

CK_BYTE_MAP

Bank and byte lane location

information for the

CK/CK#. An 8-bit

parameter is provided per

pair of signals.

® [7:4] - Bank position.
Values of 0, 1, or 2 are
supported

® [3:0] - Byte lane position
within a bank. Values of
0,1,2,and 3 are
supported.

Upper-most Data or Address/Control byte group selected bank is
referred to as Bank 0 in parameters notation. Numbering of banks
is 0, 1, and 2 from top to bottom.

Byte groups T0, T1, T2, and T3 are numbered in parameters as 3, 2,
1 and 0, respectively.
144'h00_00_00_00_00_00_00_00_00_00_00_00_00_00_00_00_00_03:
This parameter is denoted for 18 clock pairs with 8 bits for each
clock pin. In this case, only one clock pair is used. Ordering of
parameters is from MSB to LSB (that is, CK[0] / CK#[0] corresponds
to LSB 8 bits of the parameter).

8'h13: CK/CK# placed in bank 1, byte lane 3.

8'h20: CK/CK# placed in bank 2, byte lane 0.

Bank and byte lane position

information for the address.

12-bit parameter provided

per pin.

e [11:8] - Bank position.
Values of 0, 1, or 2 are
supported

Upper-most Data or Address/Control byte group selected bank is
referred to as Bank 0 in parameters notation. Numbering of banks
is 0, 1, and 2 from top to bottom.

Byte groups T0, T1, T2, and T3 are numbered in parameters as 3, 2,
1 and 0, respectively.
Bottom-most pin in a byte group is referred as “0” in MAP

parameters. Numbering is counted from 0 to 9 from bottom-most
pin to top pin with in a byte group by excluding DQSCC I/Os.

command. See the
ADDR_MAP description.

ADDR_MAP . DQSCC_N and DQSCC_P pins of the byte group are numbered as
¢ [7:4] - Byte lane position | A and B, respectively.
BVllth;“;r er;l:szaluoerstgg 192'h000_000_039_038_037_036_035_034_033_032_031_029_028_02
e o PP 7| 7_026_02B: This parameter is denoted for Address width of 16 with
* [3:0]-Bitposition within | 15 pyts for each pin. In this case the Address width is 14 bits.
abyte lane. Values of [0, Ordering of parameters is from MSB to LSB (that is, ADDR[0]
L2,.. ; ‘3’ B] are corresponds to the 12 LSBs of the parameter.
sHpported. 12'h02B: Address pin placed in bank 0, byte lane 2, at location B.
12'h235: Address pin placed in bank 2, byte lane 3, at location 5.
Bank and byte lane position
information for the bank
BANK_MAP See ADDR_MAP example.
address. See the
ADDR_MAP description.
Bank and byte lane position
CAS_MAP information for the CAS See the ADDR_MAP example
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Table 1-38: DDR2/DDR3 SDRAM Memory Interface Solution Pinout Parameters (Cont'd)

Parameter

Description

Example

CKE_ODT_BYTE_MAP

Bank and byte lane position
information for the
CKE/ODT phaser
constraint. This parameter is
referred to as one of the
Address/Control byte
groups. See
CK_BYTE_MAP
description.

See CK_BYTE_MAP example

CS_MAP

Bank and byte lane position
information for the chip
select. See the ADDR_MAP
description.

See the ADDR_MAP example

PARITY_MAP

Bank and byte lane position
information for the parity
bit. Parity bit exists for
RDIMMs only. See the
ADDR_MAP description.

See the ADDR_MAP example

RAS_MAP

Bank and byte lane position
information for the RAS
command. See the
ADDR_MAP description.

See the ADDR_MAP example

WE_MAP

Bank and byte lane position
information for the WE
command. See the
ADDR_MAP description.

See the ADDR_MAP example

DQS_BYTE_MAP

Bank and byte lane position
information for the strobe.
See the CK_BYTE_MAP
description.

See CK_BYTE_MAP example

DATAO0_MAP,

DATA1_MAP,

DATA2_MAP, ...

DATA3 MAP, information for thedatn

DATA4_MAP, bus. See the ADDR MAP See the ADDR_MAP example

DATA5_MAP, N -

DATA6_MAFP, escription.

DATA7_MAP,

DATA8_MAP
Bank and byte lane position

MASKO_MAP, information for the data

MASK1_MAP mask. See the ADDR_MAP | >¢€ the ADDR_MAP example
description.
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Design Guidelines

Guidelines for DDR2 and DDR3 SDRAM designs are covered in this section.

DDR3 SDRAM

This section describes guidelines for DDR3 SDRAM designs, including bank selection, pin
allocation, pin assignments, termination, I/O standards, and trace lengths.

Design Rules

Memory types, memory parts, and data widths are restricted based on the selected FPGA,
FPGA speed grade, and the design frequency. The final frequency ranges are subject to
characterization results.

DDR3 Component PCB Routing

Fly-by routing topology is required for the clock, address, and control lines. Fly-by means
that this group of lines is routed in a daisy-chain fashion and terminated appropriately at
the end of the line. The trace length of each signal within this group to a given component
must be matched. The controller uses write leveling to account for the different skews
between components. This technique uses fewer FPGA pins because signals do not have to
be replicated.

Pin Assignments

The MIG tool generates pin assignments for a memory interface based on physical layer
rules.

Bank and Pin Selection Guides for DDR3 Designs

Xilinx 7 series FPGAs are designed for very high-performance memory interfaces, and
certain rules must be followed to use the DDR3 SDRAM physical layer. Xilinx 7 series
FPGAs have dedicated logic for each DQS byte group. Four DQS byte groups are available
in each 50-pin bank. Each byte group consists of a clock-capable I/O pair for the DQS and
ten associated I/Os. In a typical DDR3 configuration, eight of these ten I/Os are used for
the DQs, one is used for the data mask (DM), and one is left over for other signals in the
memory interface. Xilinx 7 series FPGAs have dedicated clock routing for high-speed
synchronization that is routed vertically within the I/O banks. Thus, DDR3 memory
interfaces must be arranged in the banks vertically and not horizontally. In addition, the
maximum height is three banks.

The MIG tool, when available, should be used to generate a pinout for a 7 series DDR3
interface. The MIG tool follows these rules:

e DQS signals for a byte group must be connected to a designated DQSCC pair in the
bank.

e DQ signals must be connected to the byte group pins associated with the
corresponding DQS.

¢ DQSCC pins have dedicated strobe connections for the DDR2 and DDR3 SDRAM
DQS signals. Consult UG472, 7 Series FPGAs Clocking Resources User Guide, for more
information.

e Control (RAS_N, CAS_N, WE_N, CS_N, CKE, ODT) and address lines must be
connected to byte groups not used for the data byte groups.
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The VRN/VRP pins can be used for an address/control pin, if the following
conditions are met:

e DCI cascade is used or the bank does not need the VRN/VRP pins, as in the case
of only outputs.

* The adjacent byte group (T0/T3) is used as an address/control byte group.

* Anunused pin exists in the adjacent byte group (T0/T3) or the CK output is
contained in the adjacent byte group.

All address/ control byte groups must be in the same I/O bank. Address/control byte

groups cannot be split between banks.

The address/control byte groups must be in the middle I/O bank of interfaces that

span three I/O banks.

CK must be connected to a p-n pair in one of the control byte groups. Any p-n pair in

the group is acceptable, including SRCC, MRCC, and DQSCC pins.

RESET_N can be connected to any available pin within the device, including the
VRN/VRP pins if DCI cascade is used, as long as timing is met and an appropriate
I/0 voltage standard is used. The GUI restricts this pin to the banks used for the
interface to help with timing, but this is not a requirement.

VRN and VRP are used for the digitally controlled impedance (DCI) reference for
banks that support DCI. DCI cascade is permitted.

The interface must be arranged vertically.
No more than three banks can be used for a single interface.
All address/control byte groups must be in the same bank.

The system clock input must be in the same column as the memory interface. The
system clock input is recommended to be in the address/control bank, when possible.

Devices implemented with SSI technology have SLRs. Memory interfaces cannot span
across SLRs. Ensure that this rule is followed for the part chosen and for any other
pin-compatible parts that can also be used.

Bank Sharing Among Controllers

No unused part of a bank used in a memory interface is permitted to be shared with
another memory interface. The dedicated logic that controls all the FIFOs and phasers in a
bank is designed to only operate with a single memory interface and cannot be shared with
other memory interfaces.

Pin Swapping

Pins can be freely swapped within each byte group (data and address/control), except
for the DQS pair which must be on a clock-capable DQS pair and the CK which must
be on a p-n pair.

Byte groups (data and address/control) can be freely swapped with each other.

Pins in the address/control byte groups can be freely swapped within and between
their byte groups.

No other pin swapping is permitted.

Internal Vref

Internal Vref can only be used for data rates of 800 Mb/s or below.
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External Vref

For the maximum specified data rate in a given FPGA speed grade, external Vref must
track the midpoint of the Vpp supplied to the DRAM and ground. This can be done with a
resistive divider or by a regulator that tracks this midpoint. Regulators that supply a fixed
reference voltage irrespective of the Vpp voltage should not be used at these data rates.

System Clock, PLL and MMCM Locations, and Constraints

The PLL and MMCM are required to be in the bank that supplies the clock to the memory
to meet the specified interface performance. The system clock input is also strongly
recommended to be in this bank. The MIG tool follows these two rules whenever possible.
The exception is a 16-bit interface in a single bank where there might not be pins available
for the clock input. In this case, the clock input needs to come from an adjacent bank
through the frequency backbone to the PLL. The system clock input to the PLL must come
from clock capable I/O.

The system clock input can only be used for an interface in the same column. The system
clock input cannot be driven from another column. The additional PLL or MMCM and
clock routing required for this induces too much additional jitter.

Unused outputs from the PLL can be used as clock outputs. Only the settings for these
outputs can be changed. Settings related to the overall PLL behavior and the used outputs
must not be disturbed.

A PLL cannot be shared among interfaces.

See Clocking Architecture, page 69 for information on allowed PLL parameters.

Configuration

The UCF contains timing, pin, and I/O standard information. The sys_clk constraint sets
the operating frequency of the interface and is set through the MIG GUI. The MIG GUI
must be rerun if this needs to be altered, because other internal parameters are affected. For
example:

NET "sys_clk p" TNM_NET = TNM_sys_clk;

TIMESPEC "TS_sys_clk" = PERIOD "TNM_sys_clk" 1.875 ns;
The clk_ref constraint sets the frequency for the IDELAY reference clock, which is typically
200 MHz. For example:

NET "clk ref p" TNM_NET = TNM clk_ref;
TIMESPEC "TS_clk_ref" = PERIOD "TNM_clk_ref" 5 ns;

The I/0 standards are set appropriately for the DDR3 interface with LVCMOS15, SSTL15,
SSTL15_T_DCI, DIFF_SSTL15, or DIFF_SSTL15_T_DCI, as appropriate. LVDS_25 is used
for the system clock (sys_clk) and I/O delay reference clock (clk_ref). These standards can
be changed, as required, for the system configuration. These signals are brought out to the
top level for system connection:

¢ sys_rst: This is the main system reset.

e inijt calib_complete: This signal indicates when the internal calibration is done and
that the interface is ready for use.

* tg compare_error: This signal is generated by the example design’s traffic generator if
read data does not match the write data.

These signals are all set to LVCMOS25 and can be altered as needed for the system design.
They can be generated and used internally instead of being brought out to pins.
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16-bit wide interfaces might need to have the system clock in a bank above or below the
bank with the address/control and data. In this case, MIG puts an additional constraint in
the UCF. An example is shown below:

NET "sys_clk p" CLOCK_DEDICATED_ROUTE = BACKBONE;
PIN "*/u_ddr3_infrastructure/plle2_1i.CLKIN1" CLOCK_DEDICATED_ROUTE =
BACKBONE;

This should only be used in MIG generated memory interface designs. This results in a
warning listed below during PAR. This warning can be ignored.

WARNING:Place:1402 - A clock IOB / PLL clock component pair have been
found that are not placed at an optimal clock IOB / PLL site pair. The
clock IOB component <sys_clk_p> is placed at site <IOB_X1Y76>. The
corresponding PLL component <u_backbl6/u_ddr3_infrastructure/plle2_i>
is placed at site <PLLE2_ADV_X1Y2>. The clock IO can use the fast path
between the IOB and the PLL if the IOB is placed on a Clock Capable IOB
site that has dedicated fast path to PLL sites within the same clock
region. You may want to analyze why this problem exists and correct it.
This is normally an ERROR but the CLOCK_DEDICATED_ROUTE constraint was
applied on COMP.PIN <sys_clk_p.PAD> allowing your design to continue.
This constraint disables all clock placer rules related to the specified
COMP.PIN. The use of this override is highly discouraged as it may lead
to very poor timing results. It is recommended that this error condition
be corrected in the design.

Do not drive user clocks via the I/O clocking backbone from the region(s) containing the
MIG generated memory interface to CMT blocks in adjacent regions due to resource
limitations. Consult the 7 Series FPGAs Clocking Resources User Guide for more information.

The MIG tool sets the VCCAUX_IO constraint based on the data rate and voltage input
selected. The generated UCF has additional constraints as needed. For example:

NET "ddr3_dqg[0]" LOC = "E16" | IOSTANDARD = SSTL15_T DCI | VCCAUX IO =
HIGH ; # Bank: 15 - Byte: T2
NET "ddr3_dg[l]" LOC = "D17" | TOSTANDARD = SSTL15_T_DCI

| VCCAUX_ IO = HIGH ; # Bank: 15 - Byte: T2

Consult the Constraints Guide for more information.

Termination

These rules apply to termination for DDR3 SDRAM:

¢ Simulation (IBIS or other) is highly recommended. The loading of address (A, BA),
command (RAS_N, CAS_N, WE_N), and control (CS_N, ODT) signals depends on
various factors, such as speed requirements, termination topology, use of unbuffered
DIMMs, and multiple rank DIMMs, and can be a limiting factor in reaching a
performance target.

* 40Q traces and termination are required for operation at 1333 Mb/s and higher. 50Q is
acceptable below 1333 Mb/s. Figure 1-70 and Figure 1-71 are for 1333 Mb/s and
higher.

¢ Unidirectional signals are to be terminated with the memory device’s internal
termination or a pull-up of 40Q to Vr at the load (Figure 1-70). A split 80Q
termination to Vo and a 80Q2 termination to GND can be used (Figure 1-71), but
takes more power. For bidirectional signals, the termination is needed at both ends of
the signal. ODT should be used on the memory side. For best performance in HP
banks, DCI should be used. For best performance in HR banks, IN_TERM (internal
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termination) should be used. As noted above, 502 termination is acceptable below
1333 Mb/s.

Rt = 40Q

Load

UG586_c1_70_051011

Source —()

Figure 1-70: 40Q Termination to V1

Vecco

2xZQ=

Load

Source —()

2xZQ=

UG586_c1_71_051011
Figure 1-71: 80Q Split Termination to Vcco and GND

Differential signals should be terminated with the memory device’s internal
termination or an 80Q differential termination at the load (Figure 1-72). For
bidirectional signals, termination is needed at both ends of the signal. ODT should be
used on the memory side. For best performance in HP banks, DCI should be used. For
best performance in HR banks, IN_TERM (internal termination) should be used. 100Q
termination is acceptable below 1333 Mb/s.

Source_P —() Load_P
2xZ2Q=
80Q

Source_N —() Load_N

UG586_c1_72_051011
Figure 1-72: 80Q Differential Termination

All termination must be placed as close to the load as possible. The termination can be
placed before or after the load provided that the termination is placed within a small
distance of the load pin. The allowable distance can be determined by simulation.

DCI (HP banks) or IN_TERM (HR banks) is required at the FPGA to meet the
specified performance.

The RESET signal is not terminated. This signal should be pulled down during
memory initialization with a 4.7 kQ resistor connected to GND.

ODT, which terminates a signal at the memory, is required. The MIG tool should be
used to specify the configuration of the memory system for setting the mode register
properly. See Micron technical note TN-47-01 [Ref 7] for additional details on ODT.
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¢ ODT applies to the DQ, DQS, and DM signals only. If ODT is used, the mode register
must be set appropriately to enable ODT at the memory. DM should be pulled to
GND if ODT is used but DM is not driven by the FPGA (data mask not used or data
mask disabled scenarios). The value of the pull-down resistor used for DM in this case
should be no larger than four times the ODT value. Check with the memory vendor
for further information. The default settings for the ODT are listed in Table 1-39 and
Table 1-40.

Table 1-39: Default Settings for ODT Supported Configurations - Writes

FPGA DCI or Slot 1 Slot 2
Write To IN TERM
Slot 1 Slot 2 — Rank1 | Rank2 | Rank1 | Rank 2
Slot 1 off 120QM na 40Q na
SR SR
Slot 2 off 40Q na 120QM na
DR na Slot 1 ff 120Q | ODToff | na na
(Single Slot) ° ° °
SR na Slot 1 ff 120Q na na na
(Single Slot) © °
Notes:

1. Uses Dynamic ODT

Table 1-40: Default Settings for ODT Supported Configurations - Reads

. FPGA DCI or Slot 1 Slot 2
Write To IN TERM
Slot 1 Slot 2 — Rank1 | Rank2 | Rank1 | Rank 2
Slot 1 40Q ODT off na 40Q na
SR SR
Slot 2 40Q 40Q na ODT off na
na
DR (Single Slot) Slot 1 40Q ODT off | ODT off na na
na
SR (Single Slot) Slot 1 40Q ODT off na na na
I/O Standards

These rules apply to the I/O standard selection for DDR3 SDRAMs:

* Designs generated by the MIG tool use the SSTL15_T_DCI and DIFF_SSTL15_T_DCI
standards for all bidirectional I/O (DQ, DQS) in the High-Performance banks. In the
High-Range banks, the tool uses the SSTL15 and DIFF_SSTL15 standard with the
internal termination (IN_TERM) attribute chosen in the GUI.

e The SSTL15 and DIFF_SSTL15 standards are used for unidirectional outputs, such as
control/address, and forward memory clocks.

e LVCMOSI5 is used for the RESET_N signal driven to the DDR3 memory.

The MIG tool creates the UCF using the appropriate standard based on input from the
GUL
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Trace Lengths

The trace lengths described here are for high-speed operation. The package delay should
be included when determining the effective trace length. Note that different parts in the
same package have different internal package skew values. De-rate the minimum period
appropriately in the MIG Controller Options page when different parts in the same
package are used.

One method for determining the delay is to use the L and C values for each pin from the
IBIS models. The delay value is determined as the square root of (L x C).

Another method is to use PARTGen. The PARTGen utility generates a PKG file that
contains the package delay values for every pin of the device under consideration. For
example, to obtain the package delay information for the 7 series FPGA XC7K160T-FF676,
this command should be issued:

partgen -v xc7kle60t-f£f676

This generates a file named xc7k160t££676 . pkg in the current directory with package
trace delay information for each pin. While applying specific trace-matching guidelines for
the DDR3 SDRAM interface, this additional package delay term should be considered for
the overall electrical propagation delay. Different die in the same package might have
different delays for the same package pin. If this is expected, the values should be averaged
appropriately. This decreases the maximum possible performance for the target device.

These rules indicate the maximum electrical delays between DDR3 SDRAM signals:

® The maximum electrical delay between any DQ and its associated DQS/DQS# should
be +5 ps.

¢ The maximum electrical delay between any address and control signals and the
corresponding CK/CK# should be +25 ps.

®  The electrical delay of CK/CK# must be at least 150 ps or greater than all DQS/DQS#
signals.

The specified DQ to DQS skew limit can be increased if the memory interface is not
operated at the maximum frequency. Table 1-41 indicates the relaxed skew limit (+/-) for
these cases. The vertical axis is the bit rate in Mb/s. The horizontal axis is the DDR3
SDRAM component speed rating. The top portion of the chart is for skew changes relative
to the 1867 limit of the -3 FPGA speed grade while the lower portion is for the 1600 limit of
the -1 and -2 FPGA speed grades.

Table 1-41: DQ to DQS Skew Limit

Memory Component Rating
1867 1600 1333 1066 800

From 1867 to:

1600 49.6 314

1333 1121 93.9 66.4

1066 150.0 150.0 150.0 125.2

800 150.0 150.0 150.0 150.0 150.0
From 1600 to:

1333 67.5 40.0
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Table 1-41: DQ to DQS Skew Limit (Cont'd)

Memory Component Rating

1867 1600 1333 1066 800
1066 150.0 133.8 98.8
800 150.0 150.0 150.0 150.0

For example, if the -3 FPGA operates at 1600 Mb /s with a 1600 rated DDR3 component, the
DQ to DQS skew limit is +31.4 ps. If the interface operates at 1066 with a 1333 rated DDR3
component, the skew limit is +150 ps.

Similarly, the specified CK to address/control skew limit can be increased if the memory

interface is not operated at the maximum frequency. Table 1-42 indicates the relaxed skew
limit (+/-) for these cases. The vertical axis is the bit rate in Mb/s. The horizontal axis is the
DDR3 SDRAM component speed rating. The top portion of the chart is for skew changes

relative to the 1867 limit of the -3 FPGA speed grade, while the lower portion is for the 1600
limit of the -1 and -2 FPGA speed grade.

Table 1-42: CK to Address/Control Skew Limit

Memory Component Rating
1867 1600 1333 1066 800

From 1867 to:

1600 114.3 94.3

1333 150.0 150.0 150.0

1066 150.0 150.0 150.0 150.0

800 150.0 150.0 150.0 150.0 150.0
From 1600 to:

1333 150.0 130.0

1066 150.0 150.0 150.0

800 150.0 150.0 150.0 150.0

For example, if the -3 FPGA operates at 1600 Mb /s with a 1600 rated DDR3 component, the
CK to address/control skew limit is +94.3 ps. If a -1 FPGA operates at 1066 with a 1333
rated DDR3 component, the skew limit is +150 ps.

Write leveling is required for both DIMMs and components. Designs using multiple
components must arrange the components in a fly-by routing topology similar to a DIMM
where the address, control, and clocks are shared between the components and the signal
arrives at each component at a different time. The data bus routing for each component
should be as short as possible. Each signal should be routed on a single PCB layer to
minimize discontinuities caused by additional vias. The skew between bytes in an I/O
bank must be 1 ns or less.

DDR2 SDRAM

This section describes guidelines for DDR2 SDRAM designs, including bank selection, pin
allocation, pin assignments, termination, I/O standards, and trace lengths.
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Design Rules

Memory types, memory parts, and data widths are restricted based on the selected FPGA,
FPGA speed grade, and the design frequency. The final frequency ranges are subject to
characterization results.

Pin Assignments

The MIG tool generates pin assignments for a memory interface based on physical layer
rules.

Bank and Pin Selection Guides for DDR2 Designs

Xilinx 7 series FPGAs are designed for very high-performance memory interfaces, and
certain rules must be followed to use the DDR2 SDRAM physical layer. Xilinx 7 series
FPGAs have dedicated logic for each DQS byte group. Four DQS byte groups are available
in each 50-pin bank. Each byte group consists of a clock-capable I/O pair for the DQS and
10 associated I/Os. In a typical DDR2 configuration, 8 of these 10 I/Os are used for the
DQs: one is used for the data mask (DM), and one remains for other signals in the memory
interface. Xilinx 7 series FPGAs have dedicated clock routing for high-speed
synchronization that is routed vertically within the I/O banks. Thus, DDR2 memory
interfaces must be arranged in the banks vertically and not horizontally. In addition, the
maximum height is three banks.

The MIG tool, when available, should be used to generate a pinout for a 7 series DDR2
interface. The MIG tool follows these rules:

e DQS signals for a byte group must be connected to a designated DQS CC pair in the
bank.

e DQsignals and a DM signal must be connected to the byte group pins associated with
the corresponding DQS.

e Control (RAS_N, CAS_N, WE_N, CS_N, CKE, ODT) and address lines must be
connected to byte groups not used for the data byte groups.

e The VRN/VRP pins can be used for an address/control pin, if the following
conditions are met:

® DCI cascade is used or the bank does not need the VRN/VRP pins, as in the case
of only outputs.

* The adjacent byte group (T0/T3) is used as an address/control byte group.

* A used pin exists in the adjacent byte group (T0/T3) or the CK output is
contained in the adjacent byte group.

e All address/control byte groups must be in the same I/O bank. Address/control byte
groups cannot be split between banks.

¢ The address/control byte groups must be in the middle I/O bank of interfaces that
span three I/O banks.

e CKmust be connected to a p-n pair in one of the control byte groups. Any p-n pair in
the group is acceptable, including SRCC, MRCC, and DQSCC pins. These pins are
generated for each component and a maximum of four ports/pairs only are allowed
due to I/O pin limitations. Only one CK pair must be connected for one byte group.
CK pairs are generated for each component, and a maximum of four pairs only are
allowed due to I/O pin limitations. This varies based on Memory Clock Selection in
the Memory Options page in the MIG GUL
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* (CS_N pins are generated for each component and a maximum of four ports/pairs
only are allowed due to I/O pin limitations.

e For single rank components and DIMMs, only one CKE port is generated.

¢ For single rank components and DIMMs, the ODT port is repeated based on the
number of components. The maximum number of allowed ports is 3.

e For data widths of 16 with a x8 part, only one set of CK/CK#, CS, ODT ports is
generated to fit the design in a single bank.

e VRN and VRP are used for the digitally controlled impedance (DCI) reference for
banks that support DCI. DCI cascade is permitted.

¢ The interface must be arranged vertically.

* No more than three banks can be used for a single interface. All the banks chosen
must be consequent.

e The system clock input must be in the same column as the memory interface. The
system clock input is recommended to be in the address/control bank, when possible

¢ Devices implemented with SSI technology have SLRs. Memory interfaces cannot span
across SLRs. Ensure that this rule is followed for the part chosen and for any other
pin-compatible parts that can also be used.

Bank Sharing Among Controllers

No unused part of a bank used in a memory interface is permitted to be shared with
another memory interface. The dedicated logic that controls all the FIFOs and phasers in a
bank is designed to only operate with a single memory interface and cannot be shared with
other memory interfaces.

Pin Swapping

* Pins can be freely swapped within each byte group (data and address/control), except
for the DQS pair which must be on a clock-capable DQS pair and the CK, which must
be on a p-n pair.

® Byte groups (data and address/control) can be freely swapped with each other.

¢ Pins in the address/control byte groups can be freely swapped within and between
their byte groups.

* No other pin swapping is permitted.

Internal Vref

Internal Vref can only be used for data rates of 800 Mb/s or below.

System Clock, PLL Location, and Constraints

The PLL is required to be in the bank that supplies the clock to the memory to meet the
specified interface performance. The system clock input is also strongly recommended to
be in this bank. The MIG tool follows these two rules whenever possible. The exception is
a 16-bit interface in a single bank where there might not be pins available for the clock
input. In this case, the clock input needs to come from an adjacent bank through the
frequency backbone to the PLL. The system clock input to the PLL must come from clock
capable I/0O.

The system clock input can only be used for an interface in the same column. The system
clock input cannot be driven from another column. The additional PLL or MMCM and
clock routing required for this induces too much additional jitter.

136

www. BD T E€Cieegm / XFETNXemor inertece solutions


http://www.xilinx.com

& XILINX.

Design Guidelines

Unused outputs from the PLL can be used as clock outputs. Only the settings for these
outputs can be changed. Settings related to the overall PLL behavior and the used outputs
must not be disturbed.

A PLL cannot be shared among interfaces.

See Clocking Architecture, page 69 for information on allowed PLL parameters.

Configuration

The UCF contains timing, pin, and I/O standard information. The sys_clk constraint sets
the operating frequency of the interface and is set through the MIG GUI. The MIG GUI
must be rerun if this needs to be altered, because other internal parameters are affected. For
example:

NET "sys_clk p" TNM_NET = TNM_sys_clk;
TIMESPEC "TS_sys_clk" = PERIOD "TNM_sys_clk" 1.875 ns;

The clk_ref constraint sets the frequency for the IDELAY reference clock, which is typically
200 MHz. For example:

NET "clk ref p" TNM_NET = TNM clk_ref;
TIMESPEC "TS_clk_ref" = PERIOD "TNM clk_ref" 5 ns;

The I/0O standards are set appropriately for the DDR2 interface with LVCMOS1S8,
SSTL18_II, SSTL18_II_T_DCI, DIFF_SSTL18_II, or DIFF_SSTL18_II_T_DCI, as
appropriate. LVDS_25 is used for the system clock (sys_clk) and I/O delay reference clock
(clk_ref). These standards can be changed, as required, for the system configuration. These
signals are brought out to the top level for system connection:

¢ sys_rst: This is the main system reset.

¢ init_calib_complete: This signal indicates when the internal calibration is done and
that the interface is ready for use.

* tg compare_error: This signal is generated by the example design’s traffic generator,
if read data does not match the write data.

These signals are all set to LVCMOS25 and can be altered as needed for the system design.
They can be generated and used internally instead of being brought out to pins.

A 16-bit wide interface might need to have the system clock in a bank above or below the
bank with the address/control and data. In this case, the MIG tool puts an additional
constraint in the UCF. An example is shown below:

NET "sys_clk_p" CLOCK_DEDICATED_ROUTE = BACKBONE;
PIN "*/u_ddr2_infrastructure/plle2_i.CLKIN1" CLOCK_DEDICATED_ROUTE =
BACKBONE;

This should only be used in MIG generated memory interface designs. This results in a
warning listed below during PAR. This warning can be ignored.

WARNING:Place:1402 - A clock IOB/PLL clock component pair have been found that are not
placed at an optimal clock IOB/PLL site pair. The clock IOB component <sys_clk_p> is placed
at site <IOB_X1Y76>. The corresponding PLL component
<u_backb16/u_ddr2_infrastructure/plle2_i> is placed at site <PLLE2_ADV_X1Y2>. The
clock IO can use the fast path between the IOB and the PLL if the IOB is placed on a Clock
Capable IOB site that has dedicated fast path to PLL sites within the same clock region. You may
want to analyze why this problem exists and correct it. This is normally an ERROR but the
CLOCK_DEDICATED_ROUTE constraint was applied on COMP.PIN <sys_clk_p.PAD>
allowing your design to continue. This constraint disables all clock placer rules related to the
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specified COMP.PIN. The use of this override is highly discouraged as it may lead to very poor
timing results. It is recommended that this error condition be corrected in the design.

Do not drive user clocks via the I/O clocking backbone from the region(s) containing the
MIG generated memory interface to CMT blocks in adjacent regions due to resource
limitations. Consult the 7 Series FPGAs Clocking Resources User Guide [Ref 18] for more
information.

The MIG tool sets the Vccaux_io constraint based on the data rate and voltage input
selected. The generated UCF has additional constraints as needed. For example:

NET "ddr2_dg[0]" LOC = "El6" | TIOSTANDARD = SSTL18_II_ T DCI | VCCAUX_TIO =
HIGH ; # Bank: 15 - Byte: T2

NET "ddr2_dq[l]" LOC = "D17" | IOSTANDARD = SSTL18_II_T_ DCI

| VCCAUX_IO = HIGH ; # Bank: 15 - Byte: T2

Consult the Xilinx Timing Constraints User Guide [Ref 13] for more information.

Termination

These rules apply to termination for DDR2 SDRAM:

Simulation (using IBIS or other) is highly recommended. The loading of address (A,
BA), command (RAS_N, CAS_N, WE_N), and control (CS_N, ODT) signals depends
on various factors, such as speed requirements, termination topology, use of
unbuffered DIMMs, and multiple rank DIMMs. Loading can be a limiting factor in
reaching a performance target.

Unidirectional signals should be terminated with the memory device’s internal
termination or a pull-up of 40 Q to VTT at the load (Figure 1-70). A split 80 Q
termination to Vg and an 80 Q termination to GND can be used (Figure 1-71), but
takes more power. For bidirectional signals, the termination is needed at both ends of
the signal. ODT should be used on the memory side. For best performance in HP
banks, DCI should be used. For best performance in HR banks, IN_TERM (internal
termination) should be used.

Differential signals should be terminated with the memory device’s internal
termination or a 80 Q differential termination at the load (Figure 1-72). For
bidirectional signals, termination is needed at both ends of the signal. ODT should be
used on the memory side. For best performance in HP banks, DCI should be used. For
best performance in HR banks, IN_TERM (internal termination) should be used.

All termination must be placed as close to the load as possible. The termination can be
placed before or after the load provided that the termination is placed within a small
distance of the load pin. The allowable distance can be determined by simulation.

DCI (HP banks) or IN_TERM (HR banks) is required at the FPGA to meet the
specified performance.

ODT, which terminates a signal at the memory, is required. The MIG tool should be
used to specify the configuration of the memory system for setting the mode register
properly. See Micron technical note TN-47-01 [Ref 7] for additional details on ODT.

ODT applies to the DQ, DQS, and DM signals only. If ODT is used, the mode register
must be set appropriately to enable ODT at the memory. DM should be pulled to
GND if ODT is used but DM is not driven by the FPGA (data mask not used or data
mask disabled scenarios).

DM should be pulled to GND if ODT is used but DM is not driven by the FPGA (for
scenarios where the data mask is not used or is disabled).
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I/O Standards

These rules apply to the I/O standard selection for DDR2 SDRAMs:

* Designs generated by the MIG tool use the SSTL18_II_T_DCI and
DIFF_SSTL18_II_T_DCI standards for all bidirectional I/O (DQ, DQS) in the
High-Performance banks. In the High-Range banks, the tool uses the SSTL18_II and
DIFF_SSTL18_II standard with the internal termination (IN_TERM) attribute chosen

in the GUI.

e The SSTL18_II and DIFF_SSTL18_II standards are used for unidirectional outputs,
such as control/address and forward memory clocks.

¢ LVCMOS18 is used for the RESET_N signal driven to the DDR2 memory RDIMM
interfaces. The MIG tool creates the UCF using the appropriate standard based on
input from the GUL

Trace Lengths

The trace lengths described in this section are for high-speed operation. The package delay
should be included when determining the effective trace length. Different parts in the same
package have different internal package skew values. Derate the minimum period
appropriately in the MIG Controller Options page when different parts in the same
package are used.

One method to determine the delay is to use the L and C values for each pin from the IBIS
models. The delay value is determined as the square root of (L x C).

Another method is to use PARTGen. The PARTGen utility generates a PKG file that
contains the package delay values for every pin of the device under consideration. For
example, to obtain the package delay information for the 7 series FPGAs XC7K160T-FF676,
this command should be issued:

partgen -v xc7kle0tffg676

This generates a file named xc7k160t££676 . pkg in the current directory with package
trace delay information for each pin. While applying specific trace-matching guidelines for
the DDR2 SDRAM interface, this additional package delay term should be considered for
the overall electrical propagation delay. Different die in the same package might have
different delays for the same package pin. If this is expected, the values should be averaged
appropriately to decrease the maximum possible performance for the target device.

These rules indicate the maximum electrical delays between DDR2 SDRAM signals:

* The maximum electrical delay between any DQ and its associated DQS/DQS# must
be less than or equal to +5 ps.

¢ The maximum electrical delay between any address and control signals and the
corresponding CK/CK# must be less than or equal to =25 ps.

e The maximum electrical delay between any DQS/DQS# and CK/CK# must be less
than +25ps.

Pinout Examples

Table 1-43 shows an example of a 16-bit DDR3 interface contained within one bank. This
example is for a component interface using a 1 Gb x16 part. If x8 components are used or a
higher density part is needed that would require more address pins, these options are
possible:

e An additional bank can be used.
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* RESET_N can be moved to another bank as long as timing is met. External timing for

this signal is not critical and a level shifter can be used.

e DCI cascade can be used to free up the VRN/VRP pins if another bank is available for
the DCI master.

Internal Vref is used in this example.

Table 1-43: 16-Bit DDR3 Interface Contained in One Bank
Bank Signal Name | Byte Group I/0 Type I/O Number Dess:'i:’;::t‘ilon

1 VRP N/A SE 49

1 DQ15 D 11 P 48

1 DQ14 D_10 N 47

1 DQ13 D_09 P 46

1 DQ12 D_08 N 45

1 DQS1_P D_07 P 44 DQSCC-P
1 DQS1_N D_06 N 43 DQSCC-N
1 DQ11 D_05 P 42

1 DQ10 D_04 N 41

1 DQ9 D_03 P 40

1 DQ8 D_02 N 39

1 DM1 D_01 P 38

1 D_00 N 37

1 DQ7 c_11 P 36

1 DQ6 C_10 N 35

1 DQ5 C_09 P 34

1 DQ4 C_08 N 33

1 DQS0_P Cc_07 P 32 DQSCC-P
1 DQS0_N C_06 N 31 DQSCC-N
1 DQ3 C_05 P 30

1 DQ2 C_04 N 29

1 DQ1 C_03 P 28 CCIO-P
1 DQO C_02 N 27 CCIO-N
1 DMO Cc_01 P 26 CCIO-P
1 RESET_N C_00 N 25 CCIO-N
1 RAS_N B_11 P 24 CCIO-P
1 CAS_N B_10 N 23 CCIO-N
1 WE_N B_09 P 22 CCIO-P
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Table 1-43: 16-Bit DDR3 Interface Contained in One Bank (Cont'd)

Bank Signal Name | Byte Group I/0 Type I/O Number Dei?;::t‘ilon
1 BA2 B_08 N 21 CCIO-N
1 CK_P B_07 P 20 DQSCC-P
1 CK_N B_06 N 19 DQSCC-N
1 BA1l B_05 P 18
1 BAO B_04 N 17
1 CS_N B_03 P 16
1 ODT B_02 N 15
1 CKE B_01 P 14
1 A12 B_00 N 13
1 All A1l P 12
1 A10 A_10 N 11
1 A9 A_09 P 10
1 A8 A_08 N 9
1 A7 A_07 P 8 DQSCC-P
1 A6 A_06 N 7 DQSCC-N
1 A5 A_05 P 6
1 A4 A_04 N 5
1 A3 A_03 P 4
1 A2 A_02 N 3
1 Al A_01 P 2
1 A0 A_00 N 1
1 VRN N/A SE 0

Table 1-44 shows an example of a 32-bit DDR3 interface contained within two banks. This
example uses 2 Gb x8 components.

Table 1-44: 32-Bit DDRS3 Interface Contained in Two Banks

Bank Signal Name | Byte Group /0 Type 1/0 Number Dessli);:;?ilon
1 VRP N/A SE 49
1 D_11 P 48
1 D_10 N 47
1 D_09 P 46
1 D_08 N 45
1 D_07 P 44 DQSCC-P
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Table 1-44: 32-Bit DDR3 Interface Contained in Two Banks (Cont’d)

Bank Signal Name | Byte Group 1/0 Type 1/0 Number Dei?;:zi:tlilon
1 D_06 N 43 DQSCC-N
1 D_05 P 42
1 D_04 N 41
1 D_03 P 40
1 D_02 N 39
1 D_01 P 38
1 D_00 N 37
1 c 1 P 36
1 C_10 N 35
1 C_09 P 34
1 C_08 N 33
1 C_07 P 32 DQSCC-P
1 C_06 N 31 DQSCC-N
1 C_05 P 30
1 C_04 N 29
1 C_03 P 28 CCIO-P
1 C_02 N 27 CCIO-N
1 CKE C_01 P 26 CCIO-P
1 ODT C_00 N 25 CCIO-N
1 RAS_ N B_11 P 24 CCIO-P
1 CAS_N B_10 N 23 CCIO-N
1 WE_N B_09 P 22 CCIO-P
1 BA2 B_08 N 21 CCIO-N
1 CK_P B_07 P 20 DQSCC-P
1 CK_N B_06 N 19 DQSCC-N
1 BA1l B_05 P 18
1 BAO B_04 N 17
1 CS_N B_03 P 16
1 Al4 B_02 N 15
1 Al13 B_01 P 14
1 Al12 B_00 N 13
1 All A1l P 12
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Table 1-44: 32-Bit DDR3 Interface Contained in Two Banks (Cont’d)

Bank Signal Name | Byte Group 1/0 Type 1/0 Number Dei?;:zi:tlilon
1 A10 A_10 N 11
1 A9 A_09 P 10
1 A8 A_08 N 9
1 A7 A_07 P 8 DQSCC-P
1 A6 A_06 N 7 DQSCC-N
1 A5 A_05 P 6
1 A4 A_04 N 5
1 A3 A_03 P 4
1 A2 A_02 N 3
1 Al A_01 P 2
1 A0 A_00 N 1
1 VRN N/A SE 0
2 VRP N/A SE 49
2 DQ31 D 11 P 48
2 DQ30 D_10 N 47
2 DQ29 D_09 P 46
2 DQ28 D_08 N 45
2 DQS3_P D_07 P 44 DQSCC-P
2 DQS3_N D_06 N 43 DQSCC-N
2 DQ27 D_05 P 42
2 DQ26 D_04 N 41
2 DQ25 D_03 P 40
2 DQ24 D_02 N 39
2 DM3 D_01 P 38
2 D_00 N 37
2 DQ23 c_11 P 36
2 DQ22 C_10 N 35
2 DQ21 C_09 P 34
2 DQ20 C_08 N 33
2 DQS2_P C_07 P 32 DQSCC-P
2 DQS2_N C_06 N 31 DQSCC-N
2 DQ19 C_05 P 30
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Table 1-44: 32-Bit DDR3 Interface Contained in Two Banks (Cont’d)

Bank Signal Name | Byte Group 1/0 Type 1/0 Number Dei?;:zi:tlilon

2 DQ18 C_04 N 29

2 DQ17 C_03 P 28 CCIO-P
2 DQ16 Cc_02 N 27 CCIO-N
2 DM2 Cc_01 P 26 CCIO-P
2 C_00 N 25 CCIO-N
2 DQ15 B_11 P 24 CCIO-P
2 DQ14 B_10 N 23 CCIO-N
2 DQ13 B_09 P 22 CCIO-P
2 DQ12 B_08 N 21 CCIO-N
2 DQS1_P B_07 P 20 DQSCC-P
2 DQS1_N B_06 N 19 DQSCC-N
2 DQ11 B_05 P 18

2 DQ10 B_04 N 17

2 DQ9 B_03 P 16

2 DQs8 B_02 N 15

2 DM1 B_01 P 14

2 B_00 N 13

2 DQ7 A1l P 12

2 DQ6 A_10 N 11

2 DQ5 A_09 P 10

2 DQ4 A_08 N 9

2 DQS0_P A_07 P 8 DQSCC-P
2 DQS0_N A_06 N 7 DQSCC-N
2 DQ3 A_05 P 6

2 DQ2 A_04 N 5

2 DQ1 A_03 P 4

2 DQO A_02 N 3

2 DMO A_01 P 2

2 RESET_N A_00 N 1

2 VRN N/A SE 0
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Table 1-45 shows an example of a 64-bit DDR3 interface contained within three banks. This

example uses four 2 Gb x16 components.

Table 1-45: 64-Bit DDRS3 Interface in Three Banks

7 Series FPGAs Memory IyterfageSiutbhd )| Iiipzegyy / XTI N X
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Bank Signal Name | Byte Group /0 Type 1/0 Number DeSin)::ai\?ilon

1 VRP N/A SE 49

1 DQ63 D_11 P 48

1 DQ62 D_10 N 47

1 DQe61 D_09 P 46

1 DQ60 D_08 N 45

1 DQS7_P D_07 P 44 DQSCC-P
1 DQS7_N D_06 N 43 DQSCC-N
1 DQ59 D_05 P 42

1 DQ58 D_04 N 41

1 DQ57 D_03 P 40

1 DQ56 D_02 N 39

1 DM7 D_01 P 38

1 D_00 N 37

1 DQ55 c_11 P 36

1 DQ54 C_10 N 35

1 DQ53 C_09 P 34

1 DQ52 C_08 N 33

1 DQS6_P Cc_07 P 32 DQSCC-P
1 DQS6_N C_06 N 31 DQSCC-N
1 DQb51 C_05 P 30

1 DQ50 C_04 N 29

1 DQ49 Cc_03 P 28 CCIO-P
1 DQ48 Cc_02 N 27 CCIO-N
1 DMé6 C_01 P 26 CCIO-P
1 C_00 N 25 CCIO-N
1 DQ47 B_11 P 24 CCIO-P
1 DQ46 B_10 N 23 CCIO-N
1 DQ45 B_09 P 22 CCIO-P
1 DQ44 B_08 N 21 CCIO-N
1 DQS5_P B_07 P 20 DQSCC-P
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Table 1-45: 64-Bit DDR3 Interface in Three Banks (Contd)

Bank Signal Name | Byte Group I/0 Type I/0 Number Deiliage:;at‘ilon
1 DQS5_N B_06 N 19 DQSCC-N
1 DQ43 B_05 P 18
1 DQ42 B_04 N 17
1 DQ41 B_03 P 16
1 DQ40 B_02 N 15
1 DM5 B_01 P 14
1 B_00 N 13
1 DQ39 A1l P 12
1 DQ38 A_10 N 11
1 DQ37 A_09 P 10
1 DQ36 A_08 N 9
1 DQS4_P A_07 P 8 DQSCC-P
1 DQS4_N A_06 N 7 DQSCC-N
1 DQ35 A_05 P 6
1 DQ34 A_04 N 5
1 DQ33 A_03 P 4
1 DQ32 A_02 N 3
1 DM4 A_01 P 2
1 A_00 N 1
1 VRN N/A SE 0
2 VRP N/A SE 49
2 D 11 P 48
2 D_10 N 47
2 D_09 P 46
2 D_08 N 45
2 D_07 P 44 DQSCC-P
2 D_06 N 43 DQSCC-N
2 D_05 P 42
2 D_04 N 41
2 D_03 P 40
2 D_02 N 39
2 D_01 P 38

146

www.BD TEieom / XFENS

emory Interface Solutions
UG586 April 24, 2012


http://www.xilinx.com

& XILINX.

Design Guidelines

Table 1-45: 64-Bit DDR3 Interface in Three Banks (Contd)

7 Series Fraas Memory wervvou B T Fieem /X ILIN X

Bank Signal Name | Byte Group I/0 Type I/0 Number Deilioge:;at‘ilon

2 D_00 N 37

2 c1n P 36

2 C_10 N 35

2 C_09 P 34

2 C_08 N 33

2 Cc 07 P 32 DQSCC-P
2 C_06 N 31 DQSCC-N
2 C_05 P 30

2 C_04 N 29

2 C_03 P 28 CCIO-P
2 C_02 N 27 CCIO-N
2 C_01 P 26 CCIO-P
2 ODT C_00 N 25 CCIO-N
2 RAS_N B_11 P 24 CCIO-P
2 CAS_N B_10 N 23 CCIO-N
2 WE_N B_09 P 22 CCIO-P
2 BA2 B_08 N 21 CCIO-N
2 CK_P B_07 P 20 DQSCC-P
2 CK_N B_06 N 19 DQSCC-N
2 BA1l B_05 P 18

2 BAO B_04 N 17

2 CS_N B_03 P 16

2 CKE B_02 N 15

2 Al13 B_01 P 14

2 Al12 B_00 N 13

2 All A1l P 12

2 A10 A_10 N 11

2 A9 A_09 P 10

2 A8 A_08 N 9

2 A7 A_07 P 8 DQSCC-P
2 Ab A_06 N 7 DQSCC-N
2 A5 A_05 P 6
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Table 1-45: 64-Bit DDR3 Interface in Three Banks (Contd)

Bank Signal Name | Byte Group I/0 Type I/0 Number Deiliage:;at‘ilon
2 A4 A_04 N 5
2 A3 A_03 P 4
2 A2 A_02 N 3
2 Al A_01 P 2
2 A0 A_00 N 1
2 VRN N/A SE 0
3 VRP N/A SE 49
3 DQ31 D 11 P 48
3 DQ30 D_10 N 47
3 DQ29 D_09 P 46
3 DQ28 D_08 N 45
3 DQS3_P D_07 P 44 DQSCC-P
3 DQS3_N D_06 N 43 DQSCC-N
3 DQ27 D_05 P 42
3 DQ26 D_04 N 41
3 DQ25 D_03 P 40
3 DQ24 D_02 N 39
3 DM3 D_01 P 38
3 D_00 N 37
3 DQ23 c_11 P 36
3 DQ22 C_10 N 35
3 DQ21 C_09 P 34
3 DQ20 C_08 N 33
3 DQS2_P Cc_07 P 32 DQSCC-P
3 DQS2_N C_06 N 31 DQSCC-N
3 DQ19 C_05 P 30
3 DQ18 C_04 N 29
3 DQ17 C_03 P 28 CCIO-P
3 DQ16 C_02 N 27 CCIO-N
3 DM2 C_01 P 26 CCIO-P
3 C_00 N 25 CCIO-N
3 DQ15 B_11 P 24 CCIO-P
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Table 1-45: 64-Bit DDR3 Interface in Three Banks (Contd)

Bank Signal Name | Byte Group I/0 Type I/0 Number Deiliage:;at‘ilon
3 DQ14 B_10 N 23 CCIO-N
3 DQ13 B_09 P 22 CCIO-P
3 DQ12 B_08 N 21 CCIO-N
3 DQS1_P B_07 P 20 DQSCC-P
3 DQS1_N B_06 N 19 DQSCC-N
3 DQ11 B_05 P 18
3 DQ10 B_04 N 17
3 DQ9 B_03 P 16
3 DQ8 B_02 N 15
3 DM1 B_01 P 14
3 B_00 N 13
3 DQ7 A_11 P 12
3 DQ6 A_10 N 11
3 DQ5 A_09 P 10
3 DQ4 A_08 N 9
3 DQS0_P A_07 P 8 DQSCC-P
3 DQS0_N A_06 N 7 DQSCC-N
3 DQ3 A_05 P 6
3 DQ2 A_04 N 5
3 DQ1 A_03 P 4
3 DQO A_02 N 3
3 DMO A_01 P 2
3 RESET_N A_00 N 1
3 VRN N/A SE 0

Table 1-46 shows an example of a 72-bit DDR3 interface contained within three banks. This
example is for a 4 GB UDIMM using nine 4 Gb x8 components. The serial presence detect
(SPD) pins are not used here. CB[7:0] is represented as DQ[71:64] and S0# as CS_N for
consistency with the component design examples in Table 1-43, page 140, Table 1-44,
page 141, and Table 1-45, page 145.

Table 1-46: 72-Bit DDR3 UDIMM Interface in Three Banks

] Special
Bank | SignalName | ByteGroup | VOType | VONumber | o o pon
1 VRP N/A SE 49
1 DQ63 D_11 P 48
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Table 1-46: 72-Bit DDR3 UDIMM Interface in Three Banks (Cont’d)

Bank Signal Name | Byte Group I/0 Type 1/0 Number Dessiiage:;?ilon

1 DQ62 D_10 N 47

1 DQ61 D_09 P 46

1 DQ60 D_08 N 45

1 DQS7_P D_07 P 44 DQSCC-P
1 DQS7_N D_06 N 43 DQSCC-N
1 DQ59 D_05 P 42

1 DQ58 D_04 N 41

1 DQ57 D_03 P 40

1 DQ56 D_02 N 39

1 DM7 D_01 P 38

1 D_00 N 37

1 DQ55 c_1 P 36

1 DQ54 C_10 N 35

1 DQ53 C_09 P 34

1 DQ52 C_08 N 33

1 DQS6_P C_07 P 32 DQSCC-P
1 DQS6_N C_06 N 31 DQSCC-N
1 DQ51 C_05 P 30

1 DQ50 C_04 N 29

1 DQ49 C_03 P 28 CCIO-P
1 DQ48 C_02 N 27 CCIO-N
1 DM6 C_01 P 26 CCIO-P
1 C_00 N 25 CCIO-N
1 DQ47 B_11 P 24 CCIO-P
1 DQ46 B_10 N 23 CCIO-N
1 DQ45 B_09 P 22 CCIO-P
1 DQ44 B_08 N 21 CCIO-N
1 DQS5_P B_07 P 20 DQSCC-P
1 DQS5_N B_06 N 19 DQSCC-N
1 DQ43 B_05 P 18

1 DQ42 B_04 N 17

1 DQ41 B_03 P 16
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Table 1-46: 72-Bit DDR3 UDIMM Interface in Three Banks (Cont’d)

7 Series Fraas Memory wervvou B T Fieem /X ILIN X

Bank Signal Name | Byte Group I/0 Type 1/0 Number Dessiiage:;?ilon

1 DQ40 B_02 N 15

1 DM5 B_01 P 14

1 B_00 N 13

1 DQ39 A1l P 12

1 DQ38 A_10 N 11

1 DQ37 A_09 P 10

1 DQ36 A_08 N 9

1 DQS4_P A_07 P 8 DQSCC-P
1 DQS4_N A_06 N 7 DQSCC-N
1 DQ35 A_05 P 6

1 DQ34 A_04 N 5

1 DQ33 A_03 P 4

1 DQ32 A_02 N 3

1 DM4 A_01 P 2

1 A_00 N 1

1 VRN N/A SE 0

2 VRP N/A SE 49

2 DQ71 D_11 P 48

2 DQ70 D_10 N 47

2 DQ69 D_09 P 46

2 DQ68 D_08 N 45

2 DQS8_P D_07 P 44 DQSCC-P
2 DQS8_N D_06 N 43 DQSCC-N
2 DQ67 D_05 P 42

2 DQe66 D_04 N 41

2 DQ65 D_03 P 40

2 DQo4 D_02 N 39

2 DMS8 D_01 P 38

2 D_00 N 37

2 c1 P 36

2 C_10 N 35

2 C_09 P 34
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Table 1-46: 72-Bit DDR3 UDIMM Interface in Three Banks (Cont’d)

Bank Signal Name | Byte Group I/0 Type 1/0 Number Deiiiage:;?ilon

2 C_08 N 33

2 C_07 P 32 DQSCC-P
2 C_06 N 31 DQSCC-N
2 C_05 P 30

2 C_04 N 29

2 C_03 P 28 CCIO-P
2 ODTO0 C_02 N 27 CCIO-N
2 CKEO C_01 P 26 CCIO-P
2 CS_NO C_00 N 25 CCIO-N
2 RAS_ N B_11 P 24 CCIO-P
2 CAS_N B_10 N 23 CCIO-N
2 WE_N B_09 P 22 CCIO-P
2 BA2 B_08 N 21 CCIO-N
2 CK_P B_07 P 20 DQSCC-P
2 CK_N B_06 N 19 DQSCC-N
2 BA1l B_05 P 18

2 BAO B_04 N 17

2 Al5 B_03 P 16

2 Al4 B_02 N 15

2 A13 B_01 P 14

2 Al12 B_00 N 13

2 All A_11 P 12

2 A10 A_10 N 11

2 A9 A_09 P 10

2 A8 A_08 N 9

2 A7 A_07 P 8 DQSCC-P
2 A6 A_06 N 7 DQSCC-N
2 A5 A_05 P 6

2 A4 A_04 N 5

2 A3 A_03 P 4

2 A2 A_02 N 3

2 Al A_01 P 2
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Design Guidelines

Table 1-46: 72-Bit DDR3 UDIMM Interface in Three Banks (Cont’d)

7 Series Fraas Memory wervvou B T Fieem /X ILIN X

Bank Signal Name | Byte Group I/0 Type 1/0 Number Dessiiage:;?ilon

2 A0 A_00 N 1

2 VRN N/A SE 0

3 VRP N/A SE 49

3 DQ31 D 11 P 48

3 DQ30 D_10 N 47

3 DQ29 D_09 P 46

3 DQ28 D_08 N 45

3 DQS3_P D_07 P 44 DQSCC-P
3 DQS3_N D_06 N 43 DQSCC-N
3 DQ27 D_05 P 42

3 DQ26 D_04 N 41

3 DQ25 D_03 P 40

3 DQ24 D_02 N 39

3 DM3 D_01 P 38

3 D_00 N 37

3 DQ23 c1n P 36

3 DQ22 C_10 N 35

3 DQ21 C_09 P 34

3 DQ20 C_08 N 33

3 DQS2_P C_07 P 32 DQSCC-P
3 DQS2_N C_06 N 31 DQSCC-N
3 DQ19 C_05 P 30

3 DQ18 C_04 N 29

3 DQ17 C_03 P 28 CCIO-P
3 DQ16 C_02 N 27 CCIO-N
3 DM2 C_01 P 26 CCIO-P
3 C_00 N 25 CCIO-N
3 DQ15 B_11 P 24 CCIO-P
3 DQ14 B_10 N 23 CCIO-N
3 DQ13 B_09 P 22 CCIO-P
3 DQ12 B_08 N 21 CCIO-N
3 DQS1_P B_07 P 20 DQSCC-P
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Table 1-46: 72-Bit DDR3 UDIMM Interface in Three Banks (Cont’d)

Bank Signal Name | Byte Group I/0 Type 1/0 Number Dessiiage:;?ilon
3 DQS1_N B_06 N 19 DQSCC-N
3 DQ11 B_05 P 18
3 DQ10 B_04 N 17
3 DQ9 B_03 P 16
3 DQ8 B_02 N 15
3 DM1 B_01 P 14
3 B_00 N 13
3 DQ7 A1l P 12
3 DQ6 A_10 N 11
3 DQ5 A_09 P 10
3 DQ4 A_08 N 9
3 DQS0_P A_07 P 8 DQSCC-P
3 DQS0_N A_06 N 7 DQSCC-N
3 DQ3 A_05 P 6
3 DQ2 A_04 N 5
3 DQ1 A_03 P 4
3 DQO A_02 N 3
3 DMO A_01 P 2
3 RESET_N A_00 N 1
3 VRN N/A SE 0

Debugging DDR3 Designs

For debug information, search for the Answer Record entitled 7 Series MIG DDR3/DDR2 -
Hardware Debug Guide at the Xilinx support web page at
www.xilinx.com/support/answers. Also check the Xilinx MIG Solution Center for

support on all stages of the design process using the MIG tool.
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Supported Devices for 7 Series FPGAs

Supported Devices for 7 Series FPGAs

Designs generated using the MIG tool are independent of memory package. Thus, the
package part of the memory component part number is replaced with XX, where XX
indicates a ‘don’t care’ condition.

Table 1-47: Supported Components for DDR3 SDRAM

Table 1-47 lists memory devices supported by the tool for 7 series FPGA DDR3 designs.

Components Packages
MT41J128M8XX-15E JB, HA, HX, JT
MT41J128M16XX-15E JP, HA, HX, JT
MT41J128M16XX-187E JP, HA, HX, JT
MT41J128M8XX-125 JP, HA, HX, JT
MT41J256M8XX-187E JP, HA, HX, JT
MT41]256M8XX-15E JP, HA, HX, JT
MT41]J128M8XX-125E JP, HA, HX, JT

MT41]J128M8XX-15E

JP, HA, HX, JT

MT41J128M16-15E JP, HA, HX, JT
MT41]J128M16-187E JP, HA, HX, JT
MT41]J128M16-125 JP, HA, HX, JT

MT41J64M16-15E

JP, HA, HX, JT
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QDRII+ Memory Interface Solution

Introduction

The QDRI+ SRAM memory interface solution is a physical layer for interfacing Xilinx®
7 series FPGAs user designs to QDRII+ SRAM devices. QDRII+ SRAMs are the latest
generation of QDR SRAM devices that offer high-speed data transfers on separate read
and write buses on the rising and falling edges of the clock. These memory devices are
used in high-performance systems as temporary data storage, such as:

* Look-up tables in networking systems
* Packet buffers in network switches
¢ Cache memory in high-speed computing

e Data buffers in high-performance testers

The QDRII+ SRAM memory solutions core is a PHY that takes simple user commands,
converts them to the QDRII+ protocol, and provides the converted commands to the
memory. The PHY’s half-frequency design enables the user to provide one read and one
write request per cycle eliminating the need for a memory controller and the associated
overhead, thereby reducing the latency through the core. Unique f the 7 series family allow
the PHY to maximize performance and simplify read data capture within the FPGA. The
full solution is complete with a synthesizable reference design.

This chapter describes the core architecture and information about using, customizing, and
simulating a LogiCORE™ IP QDRI+ SRAM memory interface core for the

7 series FPGAs. Although this soft memory controller core is a fully verified solution with
guaranteed performance, termination and trace routing rules for PCB design need to be
followed to have the best possible design. For detailed board design guidelines, see Design
Guidelines, page 204.

Note: QDRI+ SRAM designs currently do not support memory-mapped AXI|4 interfaces.

For detailed information and updates about the 7 series FPGAs QDRII+ SRAM memory
interface core, see the Xilinx 7 series FPGA data sheets [Ref 15].

Getting Started with the CORE Generator Tool

This section is a step-by-step guide for using the CORE Generator™ tool to generate a
QDRI+ SRAM memory interface in a 7 series FPGA, run the design through
implementation with the Xilinx tools, and simulate the example design using the
synthesizable test bench provided.

System Requirements
¢ ISE® Design Suite, version 14.1

7 Series Frois wemoy v i BD T FEieom /X ILINX
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Customizing and Generating the Core

Generation through Graphical User Interface

The Memory Interface Generator (MIG) is a self-explanatory wizard tool that can be
invoked under the CORE Generator tool. This section is intended to help in understanding
the various steps involved in using the MIG tool.

These steps should be followed to generate a 7 series FPGAs QDRII+ SRAM design:

1.

To launch the MIG tool from the CORE Generator tool, type mig in the search IP
catalog box (Figure 2-1).

% Xilinx CORE Generator, - Mo Project
File

D
%
2t
2
2

Wieww Manage IP  Help
& | = 1k [ COREGeneratorHelp K2
IP Catalog 5 X
Wiews by Function | Wiews by Mame
Mame ‘ersion | ARI4
=) Memariss & Storage Elements
= 'r 7 Memory Interface Generators
EH mIs 34
EH M1 3.5
EH mIs 3.6 BRI
EH mIs 361 BRI
EH MIG 7 Series 1.1 BRI
EH MIG Yirtexs and Spartans 3.7 AEl4
< | >
Search IP Catalog; | mig H Clear ]

All IP versions

Only IP compatible with chosen part

[ggiC‘:""Rf Xilinx CORE Generator
s
There is no project open.
You may browse the IP Catalog but you will not be able to generate any cores until you open or create
a project.
Copyright {c) 1995-2010 ¥ilinx, Inc. Al rights reserved,
Console g X
Coreen has been configure‘d with the Folllowing Xilinx repositories: o
- '3:40.39.00coregen’y’ [xil_index., xml]
The IP Catalog has been reloaded. E
L
Search Console | | [ Find Save ] [ Clear ]
Information | _,'_\. \Warnings @ Errors
Part: Unset  Design Entry: Unset )

Figure 2-1:

Xilinx CORE Generator Tool

2. Choose File > New Project to open the New Project dialog box. Create a new project

named 7Series_MIG_Example_Design (Figure 2-2).

¥ OpenProject  Ctri+0
Close Project Crrl+W
Recent Projects 3

H save Ctrl+S
Save As...

=] Preferences...
Exit Ctr+Q

UG586_c1_02_091410

Figure 2-2: New CORE Generator Tool Project
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Getting Started with the CORE Generator Tool

3. Enter a project name and location. Click Save (Figure 2-3).

Mew Project

My Recent
Documents

@
[Desktop

)

My Docurments

8

by Compliter

-

by M etwork,
Flaces

Save i I | Coregen

x| = &k E-

File name:

Save as twpe: |><ilim-c CORE Generator Project File [*.cop) LI Cancel |

Iddr3_design.u:g|:u

Save I

Figure 2-3: New Project Menu

UG586_c¢1_03_111010
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4. Select these project options for the part (Figure 2-4):
e Select the target Kintex™-7 or Virtex®-7 device.

% Project Options

Fart Part
gz::;iﬂ;n Select the part For yvour project:
Family |Kintex? w |
Device
Package |Fbgﬁ?6 b |
Speed Grade |-2 v|
| ook || cancel || mey | hep

UG586_c1_04_110610

Figure 2-4: CORE Generator Tool Device Selection Page

te0 www.BD TEE eom/ XFEFINNeror nerce soutions


http://www.xilinx.com

& XILINX.

Getting Started with the CORE Generator Tool

5. Select Verilog as the Design Entry Option and ISE for the Vendor Flow Setting. Click
OK to finish the Project Options setup (Figure 2-5).

% Project Options

Part Flaw
(¥) Design Entry |\-‘eri|0g v|

Advanced

() Cuskom Oukput Products

Please refer to the onling help For information about compiling behavioral
models using compedib and using WEC (Merilog) templates,

Flow Settings
Yendar 1€ v

Metlist Bus Farmat B<nim ae
Specifies your design entr

Simulation Files

Preferred Simulation Model Preferred Language
(%) Behavioral YHDL

3 Structural ‘erilog

) None

Other Cutput Products
A5V Symbol File

| T T

UG586_c1_05_110610

Figure 2-5: CORE Generator Tool Design Flow Setting Page
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% Xilinx CORE Generatar,

6. Select MIG 7 Series 1.5 (Figure 2-6).

\temp\coregenO74.cop

&

b i) ©| 38

Eilz

59

Project  Yiew ManzgeIP Help
. - [ a2 -
DR E DF BT S
IP Catalog 4
Yiews by Function | view by ame
Tame hersion | AXIE
7 futomotive & Industrial
831 Infrastructure
BacelP
Basic Elements
Comrnunication B ketworkng
w e bug G Werificakion
Digital Signal Processing
FPGS Features and Desion
=/ Math Functions
=1 Memories & Storage Elemsnts
' FIFOs
7 Memory Interface Generators
[41G 1

EL) 1 irtsx-6 and Spartan-& A%14
EL MIG Yirksx6 and Spartans S 414
V7 RAMs & RiOMs

Stamdzrd Bus Irkerfaces

~/ Storags, MAS and SAN

~/ Wideo & Image Processing

< >

Search IP Catalcg:| |I Clear ‘

L | AP versions

|| 9nly 1P compatible with chasen part

A
REFERENCE MIG 7 Series Q@
DESIGN [=|= Shows Project
This core is supported at status Pre-Production by wour chosen part,

Information
Core type! MG F Series
Version: 1.0
Identifier; iz comiipimig_7series:1,3, You are using MIG T Series 1.3 whichisa
Pre-Production core. Use of this core in production systems is not
recommended. =
Core Summary:  This Memory InkerFace Generator i a smple menu driven tool to generate
aovanced memary incerfaces, This toolgenerates HCL and pin placement
censtrairks that will help vou design vour application.
Kinkes-7 supports DOR3 SDRAM, QDR I+ SRAM and RLODRAMIL, Yirkex-7
supporks DDR3 SDRAM, QDR [T+ SRAM and RLDRAMII, Arkix-7 supparks DO
SORAM,
Irkerfaces: ative, x4+
13 Supported Familiss
'llflﬂ Current Proect Options e

Corsole A x

weloome bo siline: CORE Generator, &

Helo system initiclized. =

Coreizen has not been configured with any user reposicaries.

Coreizen has been cofigured with the Following ilin: repositories: it

Search Cansole | | [ Find Zave ] ’ Clear ]
wrormagon | 1y wanins | @) crrors

Part: sc7ka2St-2FFg200  Design Enkry: Yerilog )

Figure 2-6: 7 Series_MIG Design Project Page
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7. The options screen in the CORE Generator tool displays the details of the selected
CORE Generator tool options that are selected before invoking the MIG tool
(Figure 2-7).

] Kilinx Memery Interface Generator [E=n E=R <=

REFERENCE Memory Interface Generator

DESIGN E1] The Memory Interface Generator (MIG) creates memory controllers for Xilnx FPGAs. MIG creates complete customized Veriog or VHDL RTL source code, pin-
out and design constraints for the FPGA selected, and script files for implementation and simulation.

CORE Generator Options

This GUI indudes all configurable options along with explanations to aid in generation of the required controller. Please note that some of the options selected
in the CORE Generator Project Options will be used in generation of the cantroller. It is very important that the correct CORE Generator Project Options are
selected. These options are listed below.

Selected CORE Generator Project Options:

M FPGA Family Virtex-7

emory FPGA Part xc7v2000t-fhg1761
Speed Grade e
Synthesis Tool ISE

Interface DBesgn Entry

If any of these options are incorrect, please click on "Cancel”, change the CORE Generator Project Options, and restart MIG. This
version of MIG is guaranteed to work with ISE 13.4, not tested with other ISE versions.

Generator

& XILINX.

UG586_c1_08_120311

Figure 2-7: 7 Series FPGAs Memory Interface Generator Front Page

8. Click Next to display the Output Options page.
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MIG Output Options

1.

Select the Create Design radio button to create a new memory controller design. Enter

a component name in the Component Name field (Figure 2-8).

Choose the number of controllers to be generated. This selection determines the

replication of further pages.

Q Hilinx Memory Interface Generator

== o =

REFERENCE MIG Quiput Options
DESIGN [ e ’

@ Create Design

simulation files.

() Verify Pin Changes and Update Design

Selecting this feature verifies the modified UCF for a design already generated through MIG. This option will
instantly. It updates the input UCF file to be compatible with the current version of MIG. While updating the
This option will also generate the new design with the Component Mame you selected in this page.

Companent Name

Component Name | mig_7series

Multi-Controller

information

Number of Controllers 1 |5

Interface I
Enables the AXI4 interface. Only DDR3 SDRAM and DDR2 SDRAM controllers support AXI4 interface.
Generator e

& XILINX.

Select this option to generate a memory controller. Generating a memory controller will create RTL, design constraints (UCF), implementation and

Please specify the component name for the memory interface. The design directories will be generated under a directory with this name. Three directories
will be created "example_design”,User_desion” and "docs". The user_design wil contain the generated memory interface. The example_design adds a
simple example application connected to the generated memory interface. Note that the Component Name will be prepended to all of the RTL files.

Up to maximum of 8 controllers with a combination of DDR3 SDRAM, DDR2 SDRAM, QDRII+ SRAM or RLDRAM II can be generated. The number of
Memory controllers that can be accommodated may be limited by the data width and the number of banks available in device. Refer user guide for more

allow you to change the pin out and validate it
UCF it preserves the pin outs of the input UCF.

[ < Back ][ Mext> ][ Cancel

Figure 2-8: MIG Output Options

UG586_c1_09_120311

MIG outputs are generated with the folder name <component name>.

Note: Only alphanumeric characters can be used for <component name>. Special characters
cannot be used. This name should always start with an alphabetical character and can end with

an alphanumeric character.

When invoked from XPS, the component name is corrected to be the IP instance name

from XPS.
Click Next to display the Pin Compatible FPGAs page.
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Pin Compatible FPGAs

The Pin Compatible FPGAs page lists FPGAs in the selected family having the same
package. If the generated pinout from the MIG tool needs to be compatible with any of

these other FPGAs, this option should be used to select the FPGAs with which the pinout

has to be compatible (Figure 2-9).

% Xilinx Memory Interface Generator

REFEREMCE
DESIGN [H

Memory Selection
Controller Options

AXI Parameter
Memory Options

FPGA Options
Extended FPGA Dptions
Bank Selection

System Signals Selection
Summary

Memory Model

PCB Information

Design Notes

& XILINX.

Fin Compatible FPEAs

Pin Compatible FPGAs include all devices with the same package and speed grade as the target device, Different FPGEA devices with the same package do not
have the same bonded pins. By selecting Pin Compatible FPGAs, MIG will only select pins that are common between the target device and all selected devices,
Use the defaulk UCF in the par Folder for the target part. If vou change the target part, use the appropriate UCF in the compatible_ucf Folder. IF you do not
choose a Pin Compatible FPGA now and need to use a different FPGA later, the generated UCF may not work for the new device and a
board spin may be required. A device is considered compatible only if the package and speed grade matches to the target part, MIG only ensures that
IMIG generated pin out is compatible among the selected compatible FPGA devices, Unselected devices will not be considered For compatibility during the pin
allocation process,

Blank list indicates that there are no compatible parts exist for the selected target part and this page can be skipped.

Target FPGA |xc7k3250-fbge7e -2

Pin Compatible FPGAs
=) kinkex7
= 7k
[ scrkror-fbgs7e
[ scrkisot-foga7e
%c7k410E-FhgE76

’ User Guide ] ’ Wersion Info ]

’ < Back H Mext= H Cancel

UG586_c1_10_110610

Figure 2-9: Pin-Compatible 7 Series FPGAs

Select any of the compatible FPGAs in the list. Only the common pins between the

target and selected FPGAs are used by the MIG tool. The name in the text box signifies

the target FPGA selected.
Click Next to display the Memory Selection page.
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Creating the 7 Series FPGA QDRI+ SRAM Memory Design

Memory Selection

This page displays all memory types that are supported by the selected FPGA family.

1. Select the QDRII+ SRAM controller type.
2. Click Next to display the Controller Options page

*J Xilinx Memory Inteiface Generator [F=n(E=h ==

REFERENCE Memory Selection
DESIGN [£] Select the type of memory interface. Please refer to the User Gude for a detaled list of supported cortrolers for each FPGA family. The ist below shows
currently avalable interface (s} for the specific FPGA and speed grace chosen.

Select the Controller Type:
"/ DDR3 SDRAM
(©) DDR2 SDRAM

Pin Compatible FPGASs v @ QORI+ SRAM
©) RIDRAMTI

< <

Controller Options
A Parameter
Memory Options 14
FPGA Options
Bxctended FPGA Options

10 Planning Options

Bank Selection

System Signals Selection
Summary

Simulation Options

PCB Information

& XILINX

o) o) e

Figure 2-10: Memory Selection Page
QDRII+ SRAM designs do not support memory-mapped AXI4 interfaces.
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Controller Options

This page shows the various controller options that can be selected.

] Xilinx Memery Interface Generator

REFERENCE
DESIGN [1]

=)

Options for Controller 0 - QDRIT+ SRAM

Pin Compatible FPGAs v

Memory selection v

AXI Parameter

Memory Options

FPGA Options
Extended FPGA Options
10 Planning Options
Bank Selection

System Signals Sclection
Summary

Simulation Options

PCB Information

Clock Period: Chosse the ack period for the decired fraquency. The allowed period range(2000 - 5000) & a I T
function of the sslacted FPGA part and FPGA speed grade. Refer to the Liser Guide for more information. =i|P = Z
Tire allowed period range is PRELIMINARY. The finalrange will be fsted after characlerization.

Vecawe_jo: Veeaus_jomust be set to 2.0V in the High Performance banks for the highest datarates. Veaus_jo

15 not avalable in the Hgh Range banks. Note that VCCauK_Io IS Jommon to groups of banks. Consult the 7 Series 1.8y

Detashects end FPGA SelectIO Resources User Gude for more information.

Memory Typ t the memory type.
frequency selection above.

with @ warning symbol are not compatible with the @

Memory Pert:Selct the memory part. Parts) marked with 2 varming synbol are not comeatole [ cyacseazcy a-saoezc -]
with the frequency selection zbove. Find an equivalert part or ceate 2 part Lsing the “Create

Custon Part buton i the part needed s notlstec here. The “Geale CusomPart” featureis ot |
supported for RLDRAM I1.

Craate Custom Part ]

Data Width: Select the Data Width. Parts marked with & warning symbol are not compatible with the frequency

and memory part selected abave. 36 he

Latency Mede: The Fixed Latency Mode setting controls the letency of reads as measured from the time the read command enters the memary
contraller to the tim the cata is returned to the user. When theFixed Latency Mode option s chedked, the latency for reads will be forced to the
vaue of Phy Latency. When Fixed Latercy Moce is unchecked, hie minmun possble latency as determined by the system wil be used. In this case,
Phy Latency s not used. Note that when Fised Latency Mode is unchecked, the latency can vary dependig on board celays, dock relatonships, and
resst ordering but will bs conctant during operation. Latency iz referred in faric dock (1/2 of the memary deck) cydes.

Fixed Latency Mode || Phy Latency

v
(A XI Ll NX@ Memory Details: 72Vb, 118, Address:20, Burst Length:4

[ cmae | [ pews ][ comm

Figure 2-11: Controller Options Page

Frequency: This feature indicates the operating frequency for all the controllers. The
frequency block is limited by factors such as the selected FPGA and device speed
grade.

Vccaux_io: Vecaux_io is set based on the period/frequency setting. 2.0V is required at
the highest frequency settings in the High Performance column. The MIG tool
automatically selects 2.0V when required. Either 1.8 or 2.0V can be used at lower
frequencies. Groups of banks share the Vccaux_io supply. See the 7 Series FPGAs
SelectIO Resources User Guide [Ref 1] for more information.

Memory Part: This option selects the memory part for the design. Selections can be
made from the list, or if the part is not listed, a new part can be created (Create
Custom Part). QDRII+ SRAM devices of read latency 2.0 and 2.5 clock cycles are
supported by the design. If a desired part is not available in the list, the user can
generate or create an equivalent device and then modify the output to support the
desired memory device.

Data Width: The data width value can be selected here based on the memory part
selected. The MIG tool supports values in multiples of the individual device data
widths.

Latency Mode: If fixed latency through the core is needed, the Fixed Latency Mode
option allows the user to select the desired latency. This option can be used if the user
design needs a read response returned in a predictable number of clock cycles. To use
this mode, select the Fixed Latency Mode box. After enabling fixed latency, the
pull-down box allows the user to select the number of cycles until the read response is
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returned to the user. This value ranges from 21 to 30 cycles. Based on actual hardware
conditions, if the latency seen through the system is higher, this value needs to be
modified accordingly by the user in the top level RTL file. If Fixed Latency Mode is
not used, the core uses the minimum number of cycles through the system.

Memory Details: The bottom of the Controller Options page. Figure 2-12 displays
the details for the selected memory configuration.

Memory Details: 72Mb, x18, Address: 20, Burst Length:4

Figure 2-12: Selected Memory Configuration Details

Create Custom Part

1.

On the Controller Options page select the appropriate frequency. Either use the spin
box or enter a valid value using the keyboard. Values entered are restricted based on
the minimum and maximum frequencies supported.

Select the appropriate Memory Part from the list. If the required part or its equivalent
is unavailable, a new memory part can be created. To create a custom part, click the
Create Custom Part button below the Memory Part pull-down menu. A new page
appears, as shown in Figure 2-13.

q Create Custormn Part @

Custom Memory Part

This option creates a new memory part. Mote that the new part will
be a modification of the Base Part™ selected below. The density
can be changed,

Select Base Part [cy7c15632KV16-500BZC v |

Enter Mew Memory Part Name

Address Width (20 ~|

[ Help ] [ Save ] Delete

Figure 2-13: Create Custom Part Page

The Create Custom Part page includes all the specifications of the memory component
selected in the Select Base Part pull-down menu.

1.

2.
3.
4

Enter the appropriate Memory Part Name in the text box.
Select the suitable base part from the Select Base Part list.
Select a suitable value for the Row Address.

After editing the required fields, click the Save button. The new part is saved with the
selected name. This new part is added in the Memory Parts list on the Controller
Options page. It is also saved into the database for reuse and to produce the design.

Click Next to display the FPGA Options page.
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Memory Options

Figure 2-14 shows the Memory Options page.

ﬂ Xilinx Memory Interface Generator =|e]*
REFERENCE Memory Options for Controller 0 - QDR IPLUS SRAM
DESIGH [1]
Input Clock Period: Select the period for the PLL input clock (CLKIN). MIG determines the
allowable input clock periods based on the Memary Clock Period entered above and the clocking
guidelines listed in the User Guide. The generared design will use the selected Input Clack and 2222 ps (450.045 MHz) 2
Memary Clock Periods io generaie the required PLL parameters. If the required input clock period
is not available, the Memory Clock Period must be modified

Pin Com patible FPGAs L

<

Memory Selection
‘Controller Options. ¥

AX| Parameter

FPGA Options

Extended FPGA Options.
10 Planning Options

Bank Selection

System Signals Selection
Summary

Simulation Options

PCH Information

DesignMotes

£ XLINX

|UsarGuiﬂn Version Info <Hack Next> | Cancel

Figure 2-14: Memory Options Page

¢ Input Clock Period: The desired input clock period is selected from the list. These

values are determined by the chosen memory clock period and the allowable limits of
the PLL parameters. See Clocking Architecture, page 188 for more information on the

PLL parameter limits.
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FPGA Options
Figure 2-15 shows the FPGA Options page.

“J Xilinx Memory Interface Generator ===

REFERENCE System Clock
DESIGN &
Choose the desired irput clock configuration. Design clock can be Differential or Single Ended.

System Clock Differential -

Reference Clode
Choose the desired refersnce dock configuration. Reference clock can be Differzntial or Single-Ended.
Reference Clock Differential -

Pin Compatible FPGAS v Debug Sanals Cortrol

<

This feature allows various debug agnale presentin the IP to be monitored on the ChipScope tool. The debug dgnals ndude status signals of varous PHY
calibration stages. Enabling this feature wil connect all the debug sigrals to the ChipScaps ILA ard VIO cores in the example design top moduie. A part of
& ller Optit 1% €ach bus in the debug interface has been arounded so that users can replace the grounded sangls with the reuired sigrals.

Memory selection

Debug Signals for Memory Controller oFF -

AXIParameter

Intemal vref
emory

M Options. v

Internal Vref can be used to allow the use of the Vref pins as normal 10 pins. This option can only be used at 800 Mbps and lower data rates. This can free

2ppins per bank where inputs are used. This setting has no effect on banks with only outputs.

FPGA Options Internal Vref
10 Planning Options
Bank Selection

System Signals Sclection
Summary

Simulation Options

PCB Information

& XILINX.

e ) O e

Figure 2-15: FPGA Options Page

¢ System Clock. This option selects the clock type (Single-Ended or Differential) for the
sys_clk signal pair.

e Reference Clock. This option selects the clock type (Single-Ended or Differential) for
the ref_clk signal pair.

* Debug Signals Control. This option enables calibration status and user port signals to
be port mapped to the ChipScope™ analyzer modules in the design_top module. This
helps in monitoring traffic on the user interface port with the ChipScope analyzer.
When the generated design is run in batch mode using ise_flow.bat in the
design’s par folder, the CORE Generator™ tool is called to generate ChipScope
analyzer modules (that is, NGC files are generated). Deselecting the Debug Signals
Control option leaves the debug signals unconnected in the design_top module. No
ChipScope analyzer modules are instantiated in the design_top module, and no
ChipScope analyzer modules are generated by the CORE Generator tool. The debug
port is always disabled for functional simulations.

e Internal Vref Selection. Internal Vref can be used for data group bytes to allow the
use of the Vigg pins for normal 1/O usage. Internal Vref should only be used for data
rates of 800 Mb/s or below.

Click Next to display the Extended FPGA Options page.
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Extended FPGA Options
Figure 2-16 shows the Extended FPGA Options page.

1] Xilink Memory Interface Genarator =R
REFERENCE Internal Termination for High Range Banks
DESIGN [
Select the intermal temination (IN_TERM) impedance for the High 2ange (HR) barks. This seting applies only to the HR barks used in the interface.
Internal Termination Impedance [50 Ohms -
I
QDRII+SRAM
Digitaly Contralled Impedance (DCT)
The DCI {Digtally Controlled Impedance) 1/0 standards are zppled appropriately in High Performance banks., Q, CQ/CQ# and QULD signals utilize DCI
standards (HSTL_I_DCI). DClis not used for Address|Contral and Data Write output signals. Consult the User Guide for more information and use
Fin Compatible FPGAs v IBIS smuation to determine the best termiration strategy.
DCI for Data and Read Clocks
Nemory Selection ¥
Controller Options. ¥
A Parameter
Memory Options v
FPGA Options v
10 Planning Options
Bank Selection
System Signals Sclection
Summary
Simulation Options
PCB Information
Design Notes

& XILINX.

o ) (oo ] [me |
Figure 2-16: Extended FPGA Options Page

¢ Digitally Controlled Impedance (DCI): When selected, this option internally
terminates the signals from the QDRII+ SRAM read path. DCI is available in the High
Performance Banks.

¢ Internal Termination for High Range Banks. The internal termination option can be
set to 40, 50, or 602 or disabled. This termination is for the read datapath from the
QDRII+ SRAM. This selection is only for High Range banks.
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I/0O Planning Options
Figure 2-17 shows the I/O Planning Options page.

<] Xilinx Memory Interface Gensrator F=SFaRc
REFERENCE Pin/Bank Selection Mode
DESIGN [1]
® MNew Design: Pick the optimum banks for a new design
| ) Fixed Pin Out: Pre-existing pin out is known and fixed
|
Pin Compatible FPGAs v
Memory Selection v
Contraller Options v

o a
AXIParameter
(o] a a
Memory Options v
o a
FPGA Options
Extended FPGA Options

<<

w c1 2z
System Signals Selection
Summary
Simulation Options
'PCB Information
Design Notes

& XILINX.

[ ) e e

Figure 2-17: 110 Planning Options Page

* Pin/Bank Selection Mode: This allows the user to specify an existing pinout and
generate the RTL for this pinout or pick banks for a new design. Figure 2-18 shows the
options for using an existing pinout. The user must assign the appropriate pins for
each signal. A choice of each bank is available to narrow down the list of pins. It is not
mandatory to select the banks prior to selection of the pins. Click Validate to check
against the MIG pinout rules. One cannot proceed until the MIG DRC has been
validated by clicking the Validate button.
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& Xilinx Memory Interface Generator

CE T Pin Selection For Controller 0 - QDRIIPLUS SRAM
DESIGN EH|
Signal Namme Bark Mumber Byt Mumber Fin Number 10 Standard A

1 qdriip_q[0] | 33 j | Ti j | AET j HSTL_I_DCI

z qdriip_q[1] | 33 j | Ti j | AFT j HSTL_I_DCI

3 qdriip_q[2] | 33 j | Ti j | AL j HSTL_I_DCI

4 qdriip_q[3] | 33 j | Ti j | AT j HSTL_I_DCI
Pin Compatible FPGAs v

5 qdriip_q[4] | 33 j | Ti j | ACB j HSTL_I_DCI
Memory Selection v

6 qdriip_q[5] | 33 j | Ti j | ADB j HSTL_I_DCI
Controller Options v

7 qdriip_q[&] | 33 j | Ti j | ART j HSTL_I_DCI
AXI Parameter

& qdriip_q[7] | 33 j | Ti j | ACT j HSTL_I_DCI
Memory Options

a9 qdriip_q[&] | 33 j | Ti j | ADS j HSTL_I_DCI
FPGA Options v

10 qdriip_q[9] | 33 j | T2 j | ARLD j HSTL_I_DCI
Extended FPGA Options v

11 adrip_q[10] | 33 j | T2 j | ABLO j HSTL_I_DCI

12 adrip_q[11] | 33 j | T2 j | AB1Z j HSTL_I_DCI
System Signals Selection

13 adrip_q[12] | 33 j | T2 j | ac12 j HSTL_I_DCI
Summary

14 adrip_q[13] | 33 j | T2 j | ABL3 j HSTL_I_DCI
Simulation Options

15 adriip_q[14] | 33 j | T2 j | anL2 j HSTL_I_DCI
PCB Information

16 adriip_q[15] | 33 j | T2 j | AC13 j HSTL_I_DCI
Design Notes

17 adrip_q[18] | 33 j | T2 j | ADL3 j HSTL_I_DCI

18 adrip_q[17] | 33 j | T2 j | 13 j HSTL_I_DCI

19 qdriip_q[18] | 34 j | Ti j | w3 j HSTL_I_DCI

20 qdriip_q12] | 34 j | Ti j | w2 j HSTL_I_DCI

21 gdriip_g[20] |34 an vHvz v‘ HSTL_I_DCI b

o (@ INFO 2002: Press “validate™ to proceed. [ Validate ] [ ReadUCF ] [ Save PinOut ]

Figure 2-18: Pin/Bank Selection Mode

Bank Selection

This feature allows the selection of bytes for the memory interface. Bytes can be selected for
different classes of memory signals, such as:

* Address and control signals
* Data Read signals
* Data Write signals

For customized settings, click Deselect Banks and select the appropriate bank and
memory signals. Click Next to move to the next page if the default setting is used. To
unselect the banks that are selected, click the Deselect Banks button. To restore the
defaults, click the Restore Defaults button. Vccaux_io groups are shown for HP banks in
devices with these groups using dashed lines. Vccaux_io is common to all banks in these
groups. The memory interface must have the same Vccaux_io for all banks used in the
interface. MIG automatically sets the VCCAUX_IO constraint appropriately for the data
rate requested.

For devices implemented with SSI technology, the SLRs are indicated by a number in the
header in each bank, for example, SLR 1. Interfaces cannot span across Super Logic
Regions. Not all devices have Super Logic Regions.
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]
REFERENCE Bank Selection For Controller 0 - QDRII+ SRAM
DESIGN [H
Select the byte groups for the data and address/contral in the architectural view below. Data and Address/Control must be selected within 3 vertical
| banks. The interface cannot span horizontaly. *Bank 14 and 15 contain configuration pins. MIG tries to avoid usage of these banks for
default configurations. I bank 14 or 15 is selected for your memory controller, UCF should be verified to ensure no conflicts with the
l configuration pin. For more information see UG586 Bank and Pin rules. }
| Bank selection is restricted to High Performance Banks for higher data rates. Bank selection is made sequential on resources requirement basis.
Pddress/Control: 23723 @) Data Write: 44/44 @  DataRead: 42/42 @
HR: Bank HP Bank -
TR L Bank14 Signal Sets #| | Bank Signal Sets B
Memory Selection 4 Byte Group... | Unassigned - Byte Group... [D[27-35] -
. v Byte Group... | Unassigned - Byte Group... |Q[0-8] -7
Byte Group... | Unassigned - Byte Group.. [Q[8-17] -
e Byte Group... | Unassigned |- Byte Group... |D[18-28] -~
Memory Options '
HR Bank. HP Bank
FPGA Options s Bank13 Signal Sets i+ Bank 33 Signal Sets: |« -
E ded FPGA Opt v Byte Group... | Unassigned - Byte Group.., |Address/Cirl-0 3
v Byte Group... | Unassigned - Byte Group... |Address/Cirl-1 -
LOBas g UL Byte Group... | Unassigned - Byte Graup... |Unassigned =
Byte Group... | Unassigned |- Byte Group... |Unassigned |-
Systam Signals Selection HR Bark HP Bank =
5 Bank12 Signal Sets Il Bank 32 Signal Sets: Il
Byte Group... | Unassigned - Byte Group... |D[0-8] =
Byte Group... | Unassigned - Byte Group... |Q[18-26] -
PCB Information Byte Group... | Unassigned - Byte Group.. [Q[27-35] =l
Design M Byte Group... | Unassigned |- Byte Group.. |D[3-17] -| - P
Deselect Banks l [ Restore Defaults
Notes - Proceed Next for design generation. Click Restore Defaults to obtain recommended bank selections.
[ < Back I I Next> i [ Cancel

Figure 2-19: Bank Selection Page
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System Pins Selection

| Xilint Memary Interface Generator

REFERENCE
DESIGN EH

Pin Compatible FPGAs
Memory Selection
Controller Options

AXI Parameter
Memory Options

FPGA Options
Bitended FPGA Options
10 Planning Options

Bank Selection

Summary
Simulation Options:

PCB Information

T L LI

& XILINX.

Select the pins for the system signals on this page. The MIG tool allows the selection of
either external pins or internal connections, as desired.

System Signals Selection

Select the system pins below appropriately for the interface. Customization of these pins can also be made in the UCF after the design is generated. For mare
information see UG586 Bank and Pin rules.

System Clock Pin Selection

The sys_clkis used as the system dock for the memory interface. This signal should be connected to a low jitter external dodk source via a differential
(P/N) pair for best performance . This signal should be in the address/control bank, but may be placed in an adjacent bank if there are not encugh pins
avalable such as when fitting a 16 bit interface in a single bank.

Signal Name Banlk Number Fin Number

1 sys_clk_p/n 34 - " AC4{AC3(CC_P/M) -

Reference Clock Pin Selection

The clk_refinput is used as the reference dock for the IODELAY. Refer the "7 Series FPGA SelectIO Resources User Guide™ for more information, This
input can be generated internally or can be connected to an external dock source on a dock capable differential (PM) pair

Signal Name Bank Number Pin Number
1 clk_ref_p/n Select Bank '" No connect - =
Status Signals

These signals may be connected internally to other logic or brought out to  pin.

= sys_rst: This input signal is used to reset the interface,

winit_ealib_complete: This signal indicates that the interface has completed calibration and memary initialization and is ready for commands.
LOC constraint will be generated in UCF for Example design only based on "Pin Mumber” selection below.

= error: This output signal indicates that the traffic generator in the Example Design has detected 2 data mismatch, This signal does not existin
the User Design.

Signal Name Bank Number Pin Number
1 sys_rst lSe\Ect Bank v" No connect hd
2 init_calib_complete lSe\ect Bank '" No coennect hd m
3 tg_compare_error | Select Bank - | No connect hd

All pins must be constrained to specific locations in order to generate a bit file in the implementation phase (this is not required for
simulation).

[ < Back ” Nexts H Cancel

Figure 2-20: System Pins Selection Page

sys_clk: This is the system clock input for the memory interface and is typically
connected to a low-jitter external clock source. Either a single input or a differential
pair can be selected based on the System Clock selection in the FPGA Options page
(Figure 2-15). The sys_clk input must be in the same column as the memory interface.
If this pin is connected in the same banks as the memory interface, the MIG tool
selects an I/O standard compatible with the interface, such as DIFF_HSTL _I or
HSTL_I If sys_clk is not connected in a memory interface bank, the MIG tool selects
an appropriate standard such as LVCMOS18 or LVDS. The UCF can be modified as
desired after generation.

clk_ref: This is the reference frequency input for the IDELAY control. This is a 200
MHz input. The clk_ref input can be generated internally or connected to an external
source. A single input or a differential pair can be selected based on the System Clock
selection in the FPGA Options page (Figure 2-15). The I/O standard is selected in a
similar way as sys_clk above.
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sys_rst: This is the system reset input that can be generated internally or driven from
a pin. The MIG tool selects an appropriate I/O standard for the input such as

LVCMOS18 and LVCMOS25 for HP and HR banks, respectively.

init_calib_complete: This output indicates that the memory initialization and
calibration is complete and that the interface is ready to use. The init_calib_complete
signal is normally only used internally, but can be brought out to a pin if desired.

tg_compare_error: This output indicates that the traffic generator in the example
design has detected a data compare error. This signal is only generated in the example
design and is not part of the user design. This signal is not typically brought out to a

pin but can be, if desired.

Click Next to display the Summary page.

Summary

This page provides the complete details about the 7 series FPGA memory core selection,
interface parameters, CORE Generator tool options, and FPGA options of the active
project.
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Figure 2-21:

Summary Page

Click Next to move to PCB Information page.
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PCB Information

This page displays the PCB-related information to be considered while designing the
board that uses the MIG tool generated designs. Click Next to move to the Design Notes
page.

Design Notes

Click the Generate button to generate the design files. The MIG tool generates two output
directories: example_design and user_design. After generating the design, the MIG

GUI closes.
Finish
After the design is generated, a README page is displayed with additional useful

information.

Click Close to complete the MIG tool flow.

MIG Directory Structure and File Descriptions

This section explains the MIG tool directory structure and provides detailed output file
descriptions.

Output Directory Structure

The MIG tool places all output files and directories in a folder called <component name>,

where <component name> was specified on the MIG Output Options, page 164 of the
MIG design creation flow.

Figure 2-22 shows the output directory structure for the memory controller design. There
are three folders created within the <component name> directory:

e docs
e example_design

e yuser_design
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=l ) mig_7series_wl 2
) docs
= ) example_design
1) par
= 1) rH
I2) kraffic_gen
1) =i
1) synth
= ) user_design
= 1) rH
I clacking
I contraller
) ip_top
) phy
|2 ui
1) wuck

Figure 2-22: MIG Directory Structure

Directory and File Contents

The 7 series FPGAs core directories and their associated files are listed in this section.

<component name>/docs

The docs folder contains the PDF documentation.

<component name>/example_design/

The example_design directory structure contains all necessary RTL, constraints, and script
files for simulation and implementation of the complete MIG example design with a test
bench. The optional ChipScope™ tool module is also included in this directory structure.

Table 2-1 lists the files in the example_design/rtl directory.

Table 2-1: Files in example_design/rfl Directory

Name Description
example_top.v This top-level module serves as an example for connecting the user
design to the 7 series FPGA memory interface core.
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Table 2-2 lists the files in the example_design/rtl/traffic_gen directory.

Table 2-2: Modules in example_design/rtl/traffic_gen Directory

Name

Description

memc_traffic_gen.v/vhd

This is the top-level module of the traffic generator.

cmd_gen.v/vhd

This is the command generator. This module provides
independent control of generating the types of commands,
addresses, and burst lengths.

cmd_prbs_gen.v/vhd

This pseudo-random binary sequence (PRBS) generator
generates PRBS commands, addresses, and burst lengths.

memc_flow_vcontrol.v/vhd

This module generates flow control logic between the
memory controller core and the cmd_gen, read_data_path,
and write_data_path modules.

read_data_path.v/vhd

This is the top level for the read datapath.

read_posted_fifo.v/vhd

This module stores the read command that is sent to the
memory controller. Its FIFO output is used to generate
expect data for read data comparisons.

rd_data_gen.v/vhd

This module generates timing control for reads and ready
signals to mcb_flow_vcontrol.v/vhd.

write_data_path.v/vhd

This is the top level for the write datapath.

wr_data_gen.v/vhd

This module generates timing control for writes and ready
signals to mcb_£flow_vcontrol.v/vhd.

s7ven_data_gen.v/vhd

This module generates different data patterns.

a_fifo.v/vhd

This is a synchronous FIFO using LUT RAMs.

data_prbs_gen.v/vhd

This 32-bit linear feedback shift register (LFSR) generates
PRBS data patterns.

init_mem_pattern_ctr.v/vhd

This module generates flow control logic for the traffic
generator.

traffic_gen_top.v/vhd

This module is the top level of the traffic generator and
comprises the memc_traffic_gen and init_mem_pattern_ctr
modules.

tg_prbs_gen.v/vhd

This PRBS uses one too many feedback mechanisms because
it always has a single level XOR (XNOR) for feedback. The
TAP is chosen from the table listed in XAPP052, Efficient Shift
Registers, LFSR Counters, and Long Pseudo-Random Sequence
Generators. The TAPS position can be defined in a parameter.

tg_status.v/vhd

This module compares the memory read data against
compare data generated from the data_gen module. The
error signal is asserted if the comparison is not equal.

vio_init_pattern_bram.v/vhd

This module takes external defined data inputs as its block
RAM init pattern. It allows users to change simple test data
pattern without recompilation.
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Table 2-3 lists the files in the example_design/sim directory.

Table 2-3: Files in example_design/sim Directory

Name

Description

sim.do

This is the ModelSim simulator script file.

sim_tb_top.v

This file is the simulation top-level file.

Table 2-4 lists the files in the example_design/par directory.

Table 2-4: Files in the example_design/par Directory

Name

Description

example_top.ucf

This file is the UCF for the core of the example design.

create_ise.bat

The user double-clicks this file to create an ISE tool project. The
generated ISE tool project contains the recommended build options for
the design. To run the project in GUI mode, the user double-clicks the
ISE tool project file to open up the ISE tool in GUI mode with all project
settings.

ise_flow.bat

This script file runs the design through synthesis, build, map, and par.
It sets all the required options. Users should refer to this file for the
recommended build options for the design.

rem_files.bat

Removes all the implementation files generated during implementation

set_ise_prop.tcl

List of properties to ISE tool

xst_options.txt

List of properties to synthesis tool

ila_cg.xco,
icon_cg.xco,
vio_cg.xco

XCO files for ChipScope modules to be generated when debug is
enabled

Caution! The ise_flow.bat file in the par folder of the <component name> directory
contains the recommended build options for the design. Failure to follow the recommended build
options could produce unexpected results.

Table 2-5 lists the files in the example_design/synth directory.

Table 2-5: Files in the example_design/synth Directory

Name

Description

example_top.prj

Lists all the RTL files to be compiled by XST tool

<component name>/user_design/

This directory contains the memory controller RTL files that are instantiated in the
example design and a UCFE.

Table 2-6 lists the files in the user_design/rt1l directory

Table 2-6: Files in the user_design/rtl Directory

Name

Description

<component_name>.v | This top level module servers as an example for connecting the user

design to the 7 series FPGA QDRII+ SRAM memory interface core.

180

wWww. B DT béinzeynyy / X FfesFraisifiemory Interface Solutions

UG586 April 24, 2012


http://www.xilinx.com

& XILINX.

Getting Started with the CORE Generator Tool

Table 2-7 lists the files in the user_design/rtl/clocking directory.

Table 2-7: Files in the user_design/rtl/clocking Directory

Name Description
infrastructure.v This module helps in clock generation and distribution.
clk_ibuf.v This module instantiates the system clock input buffers.
iodelay_ctrl.v This module instantiates the IDELAYCTRL primitive needed for
IODELAY use.

Table 2-8 lists the files in the user_design/rtl/phy directory:

Table 2-8: Files in the user_design/rtl/phy

Name

Description

qdr_phy_top.v

This is the top-level module for the physical layer.

qdr_phy_write_top.v

This is the top-level wrapper for the write path.

qdr_rld_phy_read_top.v

This is the top-level of the read path.

qdr_rld_mc_phy.v

This module is a parameterizable wrapper
instantiating up to three I/O banks each with 4-lane
PHY primitives.

qdr_phy_write_init_sm.v

This module contains the logic for the initialization
state machine.

qdr_phy_write_control_io.v

This module contains the logic for the control signals
going to the memory.

qdr_phy_write_data_io.v

This module contains the logic for the data and byte
writes going to the memory.

qdr_rld_prbs_gen.v

This PRBS module uses a many-to-one feedback
mechanism for 2n sequence generation.

qdr_rld_phy_ck_addr_cmd_delay.v

This module contains the logic to provide the required
delay on the address and control signals

qdr_rld_phy_rdlvl.v

This module contains the logic for stage 1calibration.

qdr_rld_phy_read_stage2_cal.v

This module contains the logic for stage 2 calibration.

qdr_rld_phy_read_data_align.v

This module realigns the incoming data.

qdr_rld_phy_read_vld_gen.v

This module contains the logic to generate the valid
signal for the read data returned on the user interface.

qdr_phy_byte_lane_map.v

This wrapper file handles the vector remapping
between the mc_phy module ports and the user's
memory ports.

qdr_rld_phy_4lanes.v

This module is the parameterizable 4-lane PHY in an
I/0 bank.

qdr_rld_byte_lane.v

This module contains the primitive instantiations
required within an output or input byte lane.

qdr_rld_byte_group_io.v

This module contains the parameterizable I/O Logic
instantiations and the I/O terminations for a single
byte lane.
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Table 2-9 lists the files in the user_design/ucf directory.

Table 2-9: Files in the user_design/ucf Directory

Name Description

<component name>.ucf This file is the UCF for the core of the user design.

Verify Pin Changes and Update Design

This feature verifies the input UCF for bank selections, byte selections, and pin allocation.
It also generates errors and warnings in a separate dialog when the user clicks on the
Validate button on the page. This feature is useful to verify the UCF for any pinout changes
made after the design is generated from the MIG tool. The user must load the MIG
generated . prj file, the original . prj file without any modifications. In the CORE
Generator tool, the recustomization option should be selected to reload the project. The
design is allowed to generate only when the MIG DRC is met. Ignore warnings about
validating the pinout, which is the intent. Just validating the UCF is not sufficient; it is
mandatory to proceed with design generation to get the UCF with updated clock and
phaser-related constraints and RTL top-level module for various updated Map
parameters.

Here are the rules verified from the input UCF:

e If a pinis allocated to more than one signal, the tool reports an error. Further
verification is not done if the UCF does not adhere to the uniqueness property.

* Verified common rules:
e The interface can span across a maximum of three consecutive banks.
* Interface banks should reside in the same column of the FPGA.

e Interface banks should be either High Performance (HP) or High Range (HR). HP
banks are used for the high frequencies.

e The chosen interface banks should have the same SLR region if the chosen device
is of stacked silicon interconnect technology.

*  Vggr1/Os should be used as GPIOs when an internal Vigp is used or if there are
no inout and input ports in a bank.

e TheI/O standard of each signal is verified as per the configuration chosen.

e The VCCAUXI/O of each signal is verified and provides a warning message if
the provided VCCAUX /0O is not valid.

® Verified data read pin rules:
¢ DPinsrelated to one component should be allocated in one bank only.

e The strobe pair (CQ) should be allocated to either the MRCC P or the MRCC N
pin.

® Read data pins cannot span more than the required byte lanes. For example, an
18-bit component should occupy only 2 byte lanes.

* A byte lane should contain pins of only one read byte, for example, Q[0-8] or
QI[9-17].

* A byte lane should not contain pins of more than one component.

¢ An FPGA byte lane should not contain pins related to two different strobe sets.

*  Vggrl/O can be used only when the internal Vygg is chosen.
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* Verified data write pin rules:

Pins related to one component should be allocated in only one bank.
Write clocks (K/K#) pairs should be allocated to the DQS CC 1/Os.

Write data pins cannot span more than the required byte lanes. For example, an
18-bit component should occupy only 2 byte lanes.

A byte lane should not contain pins of more than one component.

A byte lane should contain pins of only one write byte, for example, D[0-8] or
D[9-17].

Irrespective of internal Vref usage, VREF pins can be used as GPIOs unless the
bank contains other input signals.

®  Verified address pin rules:

Address signals cannot mix with data bytes except for the qdriip_dll_off_n signal.

It can use any number of isolated byte lanes

®  Verified system pin rules:

System clock:
- These pins should be allocated to either SR/MR CC I/O pair.
- These pins must be allocated in the Memory banks column.

- If the selected system clock type is single-ended, need to check whether the
reference voltage pins are unallocated in the bank or internal VREF is used

Reference clock:

- These pins should be allocated to either SR/MR CC I/O pair.

- If the selected system clock type is single-ended, need to check whether the
reference voltage pins are unallocated in the bank or internal VREF is used.

Status signals:

- The sys_rst signal should be allocated in the bank where the VREFI/0O is
unallocated or internal VREEF is used.

- These signals should be allocated in the non-memory banks because the I/O
standard is not compatible. The I/O standard type should be LVCMOS with
the I/O voltage at 1.8V.

- These signals can be allocated in any of the columns (there is no hard
requirement because these signals should reside in a memory column);
however, it is better to allocate closer to the chosen memory banks.
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Overview

Figure 2-23 shows a high-level block diagram of the 7 series FPGA QDRII+ SRAM memory
interface solution. This figure shows both the internal FPGA connections to the client
interface for initiating read and write commands, and the external interface to the memory

device.
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Figure 2-23: High-Level Block Diagram of QDRII+ Interface Solution
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User
Device

-

The PHY is composed of these elements, as shown in Figure 2-24:

¢ User interface

e Physical interface
a. Write path
b. Read datapath
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Figure 2-24: Components of the QDRII+ SRAM Memory Interface Solution
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The client interface (also known as the user interface) uses a simple protocol based entirely
on single data rate (SDR) signals to make read and write requests. See User Interface for
more details about this protocol. The physical interface generating the proper timing
relationships and DDR signaling to communicate with the external memory device, while
conforming to QDRII+ protocol and timing requirements. See Physical Interface for more

details.

Within the PHY, logic is broken up into read and write paths. The write path generates the
QDRII+ signaling for generating read and write requests. This includes control signals,
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address, data, and byte writes. The read path is responsible for calibration and providing
read responses back to the user with a corresponding valid signal. See Calibration for more
details about this process.

User Interface
The client interface connects the 7 series FPGA user design to the QDRII+ SRAM memory
solutions core to simplify interactions between the user and the external memory device.
Command Request Signals

The client interface provides a set of signals used to issue a read or write command to the
memory device. These signals are summarized in Table 2-10. To accommodate for burst
length 4 devices, the client interface contains ports for two read and two write transactions.
When using burst length 4, only the ports ending in 0 should be used.

Table 2-10: Client Interface Request Signals

Signal Direction Description

init_calib_complete Output | Calibration Done. This signal indicates to the user
design that read calibration is complete and the
user can now initiate read and write requests from
the client interface.

app_rd_addrO[ADDR_WIDTH - 1:0] Input Read Address. This bus provides the address to
use for a read request. It is valid when
app_rd_cmd0 is asserted.

app_rd_cmd0 Input Read Command. This signal is used to issue a read
request and indicates that the address on port 0 is
valid.

app_rd_dataO[DATA_WIDTH x BURST_LEN - 1:0] Output | Read Data. This bus carries the data read back
from the read command issued on app_rd_cmd0.

app_rd_valid0 Output | Read Valid. This signal indicates that data read
back from memory is now available on
app_rd_data0 and should be sampled.

app_rd_addr1[ADDR_WIDTH - 1:0] Input Read Address. This bus provides the address to
use for a read request. It is valid when
app_rd_cmdl is asserted.

app_rd_cmdl Input Read Command. This signal is used to issue a read
request and indicates that the address on port 1 is
valid.

app_rd_datal[DATA_WIDTH x 2 - 1:0] Output | Read Data. This bus carries the data read back

from the read command issued on app_rd_cmd1.

app_rd_validl Output | Read Valid. This signal indicates that data read
back from memory is now available on
app_rd_datal and should be sampled.

app_wr_addrO[ADDR_WIDTH - 1:0] Input Write Address. This bus provides the address for a
write request. It is valid when app_wr_cmd0 is
asserted.
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Table 2-10: Client Interface Request Signals (Contd)

Signal Direction Description

app_wr_bw_n0[BW_WIDTH x BURST_LEN - 1:0] Input Write Byte Writes. This bus provides the byte
writes to use for a write request. It is valid when
app_wr_cmd0 is asserted. These enables are active
Low.

app_wr_cmd0 Input Write Command. This signal is used to issue a
write request and indicates that the corresponding
sideband signals on write port 0 are valid.

app_wr_dataO[DATA_WIDTH x BURST_LEN - 1:0] Input Write Data. This bus provides the data to use for a
write request. It is valid when app_wr_cmd0 is

asserted.

app_wr_addrl[ADDR_WIDTH - 1:0] Input Write Address. This bus provides the address for a
write request. It is valid when app_wr_cmd1 is
asserted.

app_wr_bw_n1[BW_WIDTH x 2 - 1:0] Input Write Byte Writes. This bus provides the byte

writes to use for a write request. It is valid when
app_wr_cmdl is asserted. These enables are active
Low.

app_wr_cmdl Input Write Command. This signal is used to issue a
write request and indicates that the corresponding
sideband signals on write port 1 are valid.

app_wr_datal[DATA_WIDTH x 2 — 1:0] Input Write Data. This bus provides the data to use for a
write request. It is valid when app_wr_cmd1 is
asserted.

Interfacing with the Core through the Client Interface

The client interface protocol is the same for using the port 0 or port 1 interface signals and
is shown in Figure 2-25.

kTN N N N N N
appwr.emd /7 \L . I
app_wr_addr X WR_ADDR X X WR_ADDR X : :
app_wr_data X WR_DATA X X WR_DATA X : :
app_wr_bw_n X WR_BW_N X X WR_BW_N X : :
app_rd_cmd AN ! !
app_rd_addr X RD_ADDR X X RD_ADDR X , ,

app_rd_vid ! h

app_rd_data i :I:X RD_DATA X__

init_calib_complete /

UG586_c2_36_09C

Figure 2-25: Components of the QDRII+ SRAM Memory Interface Solution

Before any requests can be made, the init_calib_complete signal must be asserted High, as
shown in Figure 2-25, no read or write requests can take place, and the assertion of

7 Series Frois wemoy v i BD T FEieom /X ILINX


http://www.xilinx.com

Chapter 2: QDRI+ Memory Interface Solution & XILINX.

app_wr_cmd or app_rd_cmd on the client interface is ignored. A write request is issued by
asserting app_wr_cmd as a single cycle pulse. At this time, the app_wr_addr,
app_wr_data, and app_wr_bw_n signals must be valid. On the following cycle, a read
request is issued by asserting app_rd_cmd for a single cycle pulse. At this time,
app_rd_addr must be valid. After one cycle of idle time, a read and write request are both
asserted on the same clock cycle. In this case, the read to the memory occurs first, followed
by the write.

Figure 2-25 also shows data returning from the memory device to the user design. The
app_rd_vld signal is asserted, indicating that app_rd_data is now valid. This should be
sampled on the same cycle that app_rd_vld is asserted because the core does not buffer
returning data. This functionality can be added in by the user, if desired. The data returned
is not necessarily from the read commands shown in Figure 2-25 and is solely to
demonstrate protocol.

Clocking Architecture

The PHY design requires that a PLL module be used to generate various clocks. Both
global and local clock networks are used to distribute the clock throughout the design.

The clock generation and distribution circuitry and networks drive blocks within the PHY
that can be divided roughly into four separate general functions:

¢ Internal FPGA logic

*  Write path (output) logic

® Read path (input) and delay logic
e IDELAY reference clock (200 MHz)

One PLL is required for the PHY. The PLL is used to generate the clocks for most of the
internal logic, the input clocks to the phasers, and a synchronization pulse required to keep
the PHASER blocks synchronized in a multi-I/O bank implementation.

The PHASER blocks require three clocks, a memory reference clock, a frequency reference
clock and a phase reference clock from the PLL. The memory reference clock is required to
be at the same frequency as that of the QDRII+ memory interface clock. The frequency
reference clock must be either 2x or 4x the memory clock frequency such that it meets the
frequency range requirement of 400 MHz to 1066 MHz. The phase reference clock is used
in the read banks, and is generated using the memory read clock (CQ/CQ#) routed
internally and provided to the Phaser logic to assist with data capture.

The internal fabric clock generated by the PLL is clocked by a global clocking resource at
half the frequency of the QDII+ memory frequency.

A 200 MHz IDELAY reference clock must be supplied to the IDELAYCTRL module. The
IDELAYCTRL module continuously calibrates the IDELAY elements in the I/O region to
account for varying environmental conditions. The IP core assumes an external clock
signal is driving the IDELAYCTRL module. If a PLL clock drives the IDELAYCTRL input
clock, the PLL lock signal needs to be incorporated in the rst_tmp_idelay signal inside the
IODELAY_CTRL module. This ensures that the clock is stable before being used.

Table 2-11 lists the signals used in the infrastructure module that provides the necessary
clocks and reset signals required in the design.
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Table 2-11: Infrastructure Clocking and Reset Signals

Signal Direction Description
mmem_clk Input System clock input.
sys_rst Input Core reset from user application.
iodelay_ctrl_rdy | Input IDELAYCTRL lock status.
clk Output Half frequency fabric clock.
mem_refclk Output PLL output clock at same frequency as the memory clock.
freq_refclk Output PLL output clock to provide the FREQREFCLK input to the

Phaser. The freq_refclk is generated such that its frequency in
the range of 400 MHz - 1066 MHz.

sync_pulse Output PLL output generated at 1/16 of mem_Refclk and is a
synchronization signal sent to the PHY hard blocks that are
used in a multi-bank implementation.

pll_locked Output Locked output from PLLE2_ADV.
rstdiv0 Output Reset output synchronized to internal fabric half frequency
clock.

Physical Interface

The physical interface is the connection from the FPGA memory interface solution to an
external QDRII+ SRAM device. The I/O signals for this interface are shown in Table 2-12.
These signals can be directly connected to the corresponding signals on the QDRII+ SRAM
device.

Table 2-12: Physical Interface Signals

Signal Direction Description

qdr_cq_n Input QDR CQ#. This is the echo clock returned from the
memory derived from qdr_k_n.

qdr_cq_p Input QDR CQ. This is the echo clock returned from the
memory derived from qdr_k_p.

qdr_d Output ODR Data. This is the write data from the PHY to the
QDR II+ memory device.

qdr_dll_off_ n Output ODR DLL Off. This signal turns off the DLL in the
memory device.

qdr_bw_n Output QDR Byte Write. This is the byte write signal from the
PHY to the QDRI+ SRAM device.

qdr_k_n Output QDR Clock K#. This is the inverted input clock to the
memory device.

qdr_k_p Output ODR Clock K. This is the input clock to the memory
device.

qdr_q Input ODR Data Q. This is the data returned from reads to
memory.
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Table 2-12: Physical Interface Signals (Cont'd)

Signal Direction Description

qdr_qvld Input ODR Q Valid. This signal indicates that the data on
qdr_q is valid. It is only present in QDRII+ SRAM
devices.

qdr_sa Output QDR Address. This is the address supplied for
memory operations.

qdr_w_n Output QDR Wrrite. This is the write command to memory.

qdr_r_n Output ODR Read. This is the read command to memory.

Interfacing with the Memory Device

Figure 2-26 shows the physical interface protocol for a four-word memory device.
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| |
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drkn /N7 N N NN
a | | | | | | |

| | | | | | | |
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qdr_bw_n : : : : : BW1 XX BW2 XX BW3 X BW4> : : : :

qdr_cq_p N\ J
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qdr_q I | | | | Dw1 X DW2 X DW3 X DW4D [ [

UG586_c2_37_012511
Figure 2-26: Four-Word Burst Length Memory Device Protocol

In four-word burst mode:

¢ The address is in SDR format
¢ Allsignals as input to the memory are center aligned with respect to qdr_k_p

® The data for a write request follows on the next rising edge of qdr_k_p after an
assertion of qdr_w_n

* Byte writes are sampled along with data

® The qdr_qvld signal is asserted half a cycle before the return of data edge aligned to
the qdr_cq_n clock

® The qdr_g signal is edge aligned to qdr_cq_p and qdr_cq_n
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PHY Architecture

The 7 series FPGA PHY is composed of dedicated blocks and soft calibration logic. The
dedicated blocks are structured adjacent to one another with back-to-back interconnects to
minimize the clock and datapath routing necessary to build high-performance physical
layers.

Some of the dedicated blocks that are used in the QDRII+ SRAM PHY and their features
are described below:

¢ 1/Os available within each 7 series bank are grouped into four byte groups, where
each byte group consists of up to 12 1/0Os.

e PHASER_IN/PHASER_OUT blocks are available in each byte group and are
multi-stage programmable delay line loops that can provide precision phase
adjustment of the clocks. Dedicated clock within an I/O bank referred to as byte
group clocks generated by the PHASERSs help minimize the number of loads driven
by the byte group clock drivers.

e OUT_FIFO and IN_FIFO are shallow 8-deep FIFOs available in each byte group and
serve to transfer data from the fabric domain to the I/O clock domain. OUT_FIFOs are
used to store output data and address/controls that need to sent to the memory while
IN_FIFOs are used to store captured read data before transfer to the FPGA fabric.

The Pinout Requirements section explains the rules that need to be followed while placing
the memory interface signals inside the byte groups.
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Figure 2-27:

Write Path
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High-Level PHY Block Diagram for a 36-Bit QDRII+ Interface

The write path to the QDRII+ SRAM includes the address, data, and control signals
necessary to execute a write operation. The address signals in four-word burst length
mode and control signals to the memory use SDR formatting. The write data values qdr_d
and qdr_bw_n also utilize DDR formatting to achieve the required four-word burst within
the given clock periods. Figure 2-28 shows a high-level block diagram of the write path
and its submodules.

Output Architecture

The output path of the QDRII+ interface solution uses OUT_FIFOs, PHASER_OUT_PHY,
and OSERDES primitives available in the 7 series FPGAs. These blocks are used for
clocking all outputs of the PHY to the memory device.

The PHASER_OUT provides the clocks required to clock out the outputs to the memory. It
provides synchronized clocks for each byte group, to the OUT_FIFOs and to the
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OSERDES/ODDR. The PHASER_OUT generates the byte clock (OCLK), the divided byte
clock (OCLKDIV), and a delayed byte clock (OCLK_DELAYED) for its associated byte
group. The byte clock (OCLK) is the same frequency as the memory interface clock and the
divided byte clock (OCLKDIV) is half the frequency of the memory interface clock. The
byte clock (OCLK) is used to clock the Write data (D) and Byte write (BW) signals to the
memory from the OSERDES. The PHASER_OUT output, OCLK_DELAYED, is a 90 degree
phase shifted output with respect to the byte clock (OCLK) and is used to generate the
write clock (K/K#) to the memory.

The OUT_FIFOs serve as a temporary buffer to convert the write data from the fabric
domain to the PHASER clock domain, which clocks out the output data from the I/O logic.
The fabric logic writes into the OUT_FIFOs in the fabric half-frequency clock based on the
FULL flag output from the OUT_FIFO. The clocks required for operating the OUT_FIFOs
and OSERDES are provided by the PHASER_OUT.

The clocking details of the write paths using PHASER_OUT are shown in Figure 2-28.
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Figure 2-28: Write Path
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The clocking details of the address/control using PHASER_OUT are shown in Figure 2-29.
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Figure 2-29: Address Path

Output Path

Because the address/command and write data are provided by the user backend, the QDR
PHY transfers the signals from the fabric domain to their internal PHASER clock domain
and provides them from the OSERDES to the memory. The OUT_FIFOs are used mainly as
domain transfer elements in the design, and therefore the write and read enables of the
OUT_FIFO need to be constantly enabled. The PHY Control block helps with this
requirement.

PHY Control Block

The QDR PHY uses the PHY Control block to interface to the OUT_FIFOs and
PHASER_OUT_PHY. The PHY Control block helps to prevent the condition where one or
more of the OUT_FIFOs are operating close to the EMPTY condition of the OUT_FIFO,
which could potentially make the OUT_FIFO go EMPTY (based on how the WRCLK and
RDCLK are aligned at the OUT_FIFO over voltage-temperature variations) thereby
causing the OUT_FIFO to stall. The PHY Control block helps the OUT_FIFO to operate
closer to the FULL condition of the OUT_FIFO.

The steps required for the initialization are as follows:
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1. After Phy_control Ready is asserted, PHY_CONTROL is programmed with a large
delay into the pc_phy_counters. The Control word format is shown in Figure 2-29 and
Figure 2-30.
Bits | 35:32 31 30 | 29:25|24:23 | 22:17 | 16:15 | 14:12 11:8 7:3 2 1 0
. Major | Minor | Event Data | IndexHi | IndexLo Command | Non-
Field AO1 orP OP Delay Seq Offset | (Rank) (Bank) AQ0 Offset Data Read | Data
Figure 2-29: Control Word Format
MajorOP MinorOP EventDelay IndexHi IndexLo Registers
0-REGPRE 0- REG Register Data[4:0] IndexHi[16] = Register Address | 4'b0000 - 4'b0011: Reserved
Register Data[5] Bits [2:0] 4'b0100: CTLCORR
IndexHi[15] = 4'b0101: RRDCNTR
Register Addr(3] 4'b0110: REF2ACT
4'b0111: TFAW
4'b1000: A2ARD
4'b1001: A2AWR
4'b1010: PRE2ACT
4'b1011: ACT2PRE
4'b1100: RDA2ACT
4'b1101: RD2PRE
4'b1110: WRA2ACT
4'b1111: WR2PRE
1-PRE 5'b000xx - STALL DC DC The STALL operation delays the
issue of the Ready signal from
5'b010xx - REF Rank DC
pc_phy_counters to the
5'b100xx - PREBANK Rank Bank sequencing state machines.
5'b110xx - PREALL Rank DC
All others - NOP DC DC
1-ACTRDWR | ACT 29:28: ACT Slot Rank Bank
27: AP
26:25: RDWR Slot

Figure 2-29: Control Word Decode

The delay counter is used to delay the PHY Control block from fetching the next command
from the PHY Control Word FIFO, and allows time for it to be filled to capacity. This FIFO
needs to be prevented from going empty, because that stalls the PHY_CONTROL, and in
turn leads to gaps in the read enable assertion for the OUT_FIFOs, which should be

avoided.

The OUT_FIFO is used in ASYNC_MODE and in the 4x4 mode.

The PHY control word has these assignments:

Control word [31:30] is set to 01.

Control word [29:25] is set to 5'b11111, which is the large delay programmed into
the pc_phy_Counters.

A non-data command is issued by asserting control word[2].

Command and data offset are set to 0.

Phy_ctl_wr is set to 1 as long as the PHY Control Word FIFO (phy_ctl_fifo) is not
FULL.
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2. Entries are written into the OUT_FIFO (for command /address, and for write data);
these entries are NOPs until the FULL condition is reached.

3. After the FULL flag goes High with the ninth write, all writes to the FIFO are stopped
until the FULL flag is deasserted (see step 4).

4. Eventually, the PHY_CONTROL asserts RDENABLE for the OUT_FIFO (after the large
delay has expired)

After reads begin, the FULL flag is deasserted.

Two clock cycles after FULL deassertion, begin writing again to the OUT_FIFO.
Continue to provide Data commands to the PHY Control block: Control word[2:0] is
setto 001.

7. At this point, both WRENABLE and RDENABLE are constantly asserted.

Pre-FIFO

When the OUT_FIFO is close to the ALMOST_FULL condition, with VT variations, it is
likely that the OUT_FIFO(s) could momentarily be FULL, based on the wr/rd clock phase
alignment. A low-latency pre-FIFO is used to store the command requests/write data from
the user and to help store the signals when the OUT_FIFO indeed goes FULL.

The OSERDES blocks available in every I/O helps to simplify the task of generating the
proper clock, address, data, and control signaling for communication with the memory
device. The flow through the OSERDES uses two different input clocks to achieve the
required functionality. Data input ports D1/D2 or D3/D4 are clocked in using the clock
provided on the CLKDIV input port (clk in this case), and then passed through a
parallel-to-serial conversion block. The OSERDES is used to clock all outputs from the
PHY to the memory device. Upon exiting the OSERDES, all the output signals must be
presented center aligned with respect to the generated clocks K/K#. For this reason, the
PHASER_OUT block is also used in conjunction with the OSERDES to achieve center
alignment. The output clocks that drive the address, and controls are shifted such that the
output signals are center aligned to the K/K# clocks at the memory.

Read Path

The read path includes data capture using the memory provided read clocks and also
ensuring that the read clock is centered within the data window to ensure that good
margin is available during data capture. Before any read can take place, calibration must
occur. Calibration is the main function of the read path and needs to be performed before
the user interface can start transactions to the memory.

Data Capture

Figure 2-30 shows a high-level block diagram of the path the read clock and the read data
take from entering the FPGA until given to the user. The read clock bypasses the ILOGIC
and is routed through PHASERs within each byte group through multi-region BUFMRs.
The BUFMR output can drive the PHASEREFCLK inputs of PHASERs in the immediate
bank and also the PHASERs available in the bank above and below the current bank. The
PHASER generated byte group clocks (ICLK, OCLK, and ICLKDIV) are then used to
capture the read data (Q) available within the byte group using the ISERDES block. The
calibration logic makes use of the fine delay increments available through the PHASER to
ensure the byte group clocks are centered inside the read data window, ensuring
maximum data capture margin.
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Read data

IN_FIFOs available in each byte group shown in Figure 2-30 receive 4-bit data from each Q
bit captured in the ISERDES in a given byte group and writes them into the storage array.
The half-frequency PHASER_IN generated byte group clock, ICLKDIV, that captures the
data in the ISERDES is also used to write the captured read data to the IN_FIFO. The write
enables to the IN_FIFO are always asserted to enable data to be written in continuously. A
shallow, synchronous post._fifo is used at the receiving side of the IN_FIFO to enable
captured data to be read out continuously from the FPGA logic, should a flag assertion
occur in the IN_FIFO, which could potentially stall the flow of data from the IN_FIFO.
Calibration also ensures that the read data is aligned to the rising edge of the fabric
half-frequency clock and that read data from all the byte groups have the same delay. More
details about the actual calibration and alignment logic is explained in Calibration.

ISERDES output data

from a read byte group
]
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Doj30) K———]
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The calibration logic includes providing the required amount of delay on the read clock

and read data to align the clock in the center of the data valid window. The centering of the
clock is done using PHASERs which provide very fine resolution delay taps on the clock.
Each PHASER_IN fine delay tap increments the clock by 1/64th of the data period.

Calibration begins after the echo clocks are stable from the memory device. The amount of
time required to wait for the echo clocks to become stable is based upon the memory
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vendor and should be specified using the CLK_STABLE parameter to the core. Prior to this
point, all read path logic is held in reset. Calibration is performed in two stages:

1. Calibration of read clock with respect to Q

2. Data alignment and valid generation

Calibration of Read Clock and Data

The PHASER_IN/PHASER_OUT clocks within each byte group are used to clock all
ISERDES used to capture read data (Q) associated with the corresponding byte group.
ICLKDIV is also the write clock for the read data IN_FIFOs. One PHASER_IN block is
associated with a group of 12 I/Os. Each I/O bank in the 7 series FPGA has four
PHASER_IN blocks, and hence four read data bytes can be placed in a bank.

Implementation Details

This stage of read leveling is performed one byte at a time where the read clock is center
aligned to the corresponding read data in that byte group. At the start of this stage, a write
command is issued to a specified QDRII+ SRAM address location with a specific data
pattern. This write command is followed by back-to-back read commands to continuously
read data back from the same address location that was written to.

The calibration logic reads data out of the IN_FIFO and records it for comparison. The
calibration logic checks for the sequence of the data pattern read to determine the
alignment of the clock with respect to the data. No assumption is made about the initial
relationship between the capture clock and the data window at tap 0 of the fine delay line.
The algorithm tries to align the rise and fall clocks to the left edge of their corresponding
data window, by delaying the read data through the IDELAY element.

Next, the clocks are then delayed using the PHASER taps and centered within the
corresponding data window. The PHASER_TAP resolution is based on the
FREQ_REF_CLK period and the per-tap resolution is equal to
(FREQ_REFCLK_PERIOD/2)/64 ps. For memory interface frequencies greater than or
equal to 400 MHz, using the maximum of 64 PHASER taps can provide a delay of 1 data
period or 1/2 the clock period. This enables the calibration logic to accurately center the
clock within the data window.

For frequencies less than 400 MHz, because FREQ_REF_CLK has twice the frequency of
the MEM_REF_CLK, the maximum delay that can be derived from the PHASER is 1/2 the
data period or 1/4 the clock period. Hence for frequencies less than 400 MHz, just using
the PHASER delay taps might not be sufficient to accurately center the clock in the data
window. So for these frequency ranges, a combination of both data delay using IDELAY
taps and PHASER taps is used. The calibration logic determines the best possible delays,
based on the initial clock-data alignment.

An averaging algorithm is used for data window detection where data is read back over
multiple cycles at the same tap value. The number of sampling cycles is set to 214. In
addition to averaging, there is also a counter to track whether the read capture clock is
positioned in the unstable jitter region. A counter value of 3 means that the sampled data
value was constant for three consecutive tap increments and the read capture clock is
considered to be in a stable region. The counter value is reset to 0 whenever a value
different from the previous value is detected. The next step is to increment the fine phase
shift delay line of the PHASER_IN and PHASER_OUT blocks one tap at a time until a data
mismatch is detected. The data read out of IN_FIFO after the required settling time is then
compared with the recorded data at the previous tap value. This is repeated until a data
mismatch is found, indicating the detection of a valid data window edge. A valid window
is the number of PHASER fine phase shift taps for which the stable counter value is a
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constant 3. This algorithm mitigates the risk of detecting a false valid edge in the unstable
jitter regions.

Data Alignment and Valid Generation

This phase of calibration:

* Ensures read data from all the read byte groups are aligned to the rising edge of the
ISERDES CLKDIV capture clock

¢ Sets the latency for fixed-latency mode.

* Matches the latency for each memory when wider memories are derived from small
memories.

¢ Sends the determined latency to the read valid generation logic.

After the read data capture clock centering is achieved, the calibration logic writes out a
known data pattern to the QDRII+ memory and issues continuous reads back from the
memory. This is done to determine whether the read data comes back aligned to the
positive edge or negative edge of the ICLKDIV output of the PHASER_IN. If the captured
data from a byte group is found aligned to the negative edge, this is then made to align to
the positive edge by using the EDGE_ADYV input to the PHASER_IN, which shifts the
ICLKDIV output by one fast clock cycle.

The next stage is to generate the valid signal associated with the data on the client
interface. During this stage of calibration, a single write of a known data pattern is written
to memory and read back. Doing this allows the read logic to count how many cycles
elapse before the expected data returns. The basic flow through this phase is:

1. Count cycles until the read data arrives for each memory device.

2. Determine what value to use as the fixed latency. This value can either be the set value
indicated by the user from the PHY_LATENCY parameter or the maximum latency
across all memory devices.

3. Calibrate the generation of the read valid signal. Using the value determined in the
previous step, delay the read valid signal to align with the read data for user.

4. Assert cal_done.

Customizing the Core

The 7 series FPGAs QDRII+ SRAM memory interface solution is customizable to support
several configurations. The specific configuration is defined by Verilog parameters in the
top level of the core. These parameters are summarized in Table 2-13.

Table 2-13: 7 Series FPGAs QDRI+ SRAM Memory Interface Solution Configurable

Parameters
Parameter Value Description

MEM_TYPE QDR2PLUS This is the memory address bus width

CLK_PERIOD This is the memory clock period (ps).

BURST_LEN 4 This is the memory data burst length.

DATA_WIDTH This is the memory data bus width and can
be set through the MIG tool. A maximum
DATA_WIDTH of 36 is supported.
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Table 2-13: 7 Series FPGAs QDRI+ SRAM Memory Interface Solution Configurable

Parameters (Cont’d)

Parameter Value Description

BW_WIDTH This must be set to DATA_WIDTH /9

NUM_DEVICES This is the number of memory devices used.

MEM_RD_LATENCY 2.0 This specifies the number of memory clock

2.5 cycles of read latency of the memory device

used. This is derived from the memory
vendor data sheet.

FIXED_LATENCY_MODE | 0,1 This indicates whether or not to use a
predefined latency for a read response from
the memory to the client interface. Only a
value of 0 is supported, which provides the
minimum possible latency is used.

CPT_CLK_CQ_ONLY TRUE This indicates only one of the read clocks

provided by the memory (rise clock) is used
for the data capture.

PHY_LATENCY

This indicates the desired latency through
the PHY for a read from the time the read
command is issued until the read data is
returned on the client interface.

CLK_STABLE

(see memory
vendor data

This is the number of cycles to wait until the
echo clocks are stable.

sheet)

IODELAY_GRP This is a unique name for the
IODELAY_CTRL that is provided when
multiple IP cores are used in the design.

REFCLK_FREQ 200.0 This is the reference clock frequency for

300.0 IDELAYCTRLS.
RST_ACT_LOW 0,1 This is the active Low or active High reset.
IBUF_LPWR_MODE ON This enables or disables low power mode
OFF for the input buffers.
IODELAY_HP_MODE ON This enables or disables high-performance
OFF mode within the IODELAY primitive.
When set to OFF, the IODELAY operates in
low power mode at the expense of
performance.
SYSCLK_TYPE DIFFERENTIAL | This parameter indicates whether the

SINGLE_ENDED

system uses single-ended or differential
system clocks. Based on the selected
CLK_TYPE, the clocks must be placed on
the correct input ports. For differential
clocks, sys_clk_p/sys_clk_n must be used.
For single-ended clocks, sys_clk_i must be
used.
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Table 2-13: 7 Series FPGAs QDRI+ SRAM Memory Interface Solution Configurable

Parameters (Cont’d)

Parameter

Value

Description

REFCLK_TYPE

DIFFERENTIAL
SINGLE_ENDED

This parameter indicates whether the
system uses single-ended or differential
reference clocks. Based on the selected
CLK_TYPE, the clocks must be placed on
the correct input ports. For differential
clocks, ref_clk_p/ref clk_n must be used.
For single-ended clocks, ref_clk_i must be
used.

DIFF_TERM

TRUE
FALSE

This parameter indicates whether
differential or non-differential termination
is required for the system clock inputs.

CLKFBOUT_MULT_F

This is the MMCM voltage-controlled
oscillator (VCO) multiplier. It is set by the
MIG tool based on the frequency of
operation.

CLKOUT_DIVIDE

This is the VCO output divisor for fast
memory clocks. This value is set by the MIG
tool based on the frequency of operation.

DIVCLK_DIVIDE

This is the MMCM VCO divisor. This value
is set by the MIG tool based on the
frequency of operation.

SIM_BYPASS_INIT_CAL

SKIP
FAST
OFF

This simulation only parameter is used to
speed up simulations.

DEBUG_PORT

ON, OFF

Turning on the debug port allows for use
with the Virtual I/O (VIO) of the ChipScope
analyzer. This allows the user to change the
tap settings within the PHY based on those
selected though the VIO. This parameter is
always set to OFF in the sim_tb_top module
of the sim folder, because debug mode is
not required for functional simulation.

Table 2-14 contains parameters set up by the MIG tool based on the pinout selected. When
making pinout changes, it is recommended to rerun the MIG tool to set up the parameters
properly. Refer to Pinout Requirements, page 204. Mistakes to the pinout parameters can
result in non-functional simulation, an unroutable design, and/or trouble meeting timing.
These parameters are used to set up the PHY and route all the necessary signals to and
from it. The parameters are calculated based on Data Write, Data Read, and
Address/Control byte groups selected. These parameters do not consider the System
Signals selection (that is, system clock, reference clock, and status signals).
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Table 2-14: QDRI+ SRAM Memory Interface Solution Pinout Parameters

Parameter

Description

Example

BYTE_LANES_BO,
BYTE_LANES_Bl1,
BYTE_LANES_B2

Defines the byte lanes being used in a
given I/O bank. A “1” in a bit
position indicates a byte lane is used,
and a “0” indicates unused.

Ordering of bits from MSB to LSB is T0, T1, T2, and
T3 byte groups.

4'b1101: For a given bank, three byte lanes are
used, and one byte lane is not used.

DATA_CTL_BO,
DATA_CTL_B1,
DATA_CTL_B2

Defines mode of use of byte lanes in a
given I/O bank. A “1” in a bit
position indicates a byte lane is used
for data, and a “0” indicates it is used
for address/control.

4'51100: With respect to the BYTE_LANE
example, two byte lanes are used for Data and one
for Address/Control.

PHY_O_BITLANES,
PHY_1_BITLANES,
PHY_2_BITLANES

12-bit parameter per byte lane used to
determine which I/0 locations are
used to generate the necessary PHY
structures. This parameter is
provided per bank. Except for the
CQ_P/CQ_N,K_P/K_N,QVLD, and
DLL_OFF_N pins, all Data Write,
Data Read, and Address/Control
pins are considered for this
parameter generation.

This parameter denotes for all byte groups of a
selected bank. All 12 bits are denoted for a byte lane
and are ordered from MSB:LSB as BA98_7654_3210.
For example, this parameter is

48 'hFFE_FFF_000_2FF for one bank.

12 'hDF6 (12 ‘bllOl_llll_OllO): Bit lines 0, 3,
and 9 are not used; the rest of the bits are used.

BYTE_GROUP_TYPE_BO,
BYTE_GROUP_TYPE_BI1,
BYTE_GROUP_TYPE_B2

Defines the byte lanes for a given /0O
bank as INPUT or OUTPUT. A “1” in
a bit position indicates a byte lane
contains INPUT pins, and a “0”
indicates byte lane contains OUTPUT
pins.

4'b0110: Middle two byte lanes contain INPUT
pins, and the other byte lanes contain OUTPUT
pins.

Bank and byte lane position
information for write clocks (K/K#).
8-bit parameter provided per pair of
signals.

Upper-most Data Write/Data Read or
Address/Control byte group selected bank is
referred as Bank 0 in parameters notation.
Numbering of banks is 0, 1, and 2 from top to
bottom.

Byte groups T0, T1, T2, and T3 are numbered in
parameters as 3, 2, 1, and 0, respectively.

K_MAP ¢ [7:4]-Bank position. Values of 0,1, | 48'h00_00_00_00_03_13: This parameter is
or 2 are supported denoted for 6 write clock pairs with 8 bits for each
* [3:0] - Byte lane position within a clock pin. In this case, only two write clock pairs are
bank. Values of 0, 1, 2, or 3 are used. Ordering of parameters is from MSB to LSB
supported. (thatis, K[0]/ K#[0] corresponds to the 8 LSBs of the
parameter.
8 'h13: K/K# placed in bank 1, byte lane 3.
8'h20: K/K# placed in bank 2, byte lane 0.
Bank and byte lane position
information for the read clocks
CQ_MAP (CQ/CQH). See the K MAP See the K_MAP example.
description.
202 emory Interface Solutions
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Table 2-14: QDRI+ SRAM Memory Interface Solution Pinout Parameters (Cont'd)

the ADD_MAP description.

Parameter Description Example
Upper-most Data Write/Data Read or
Address/Control byte group. The selected bank is
referred to as Bank 0 in the parameters notation.
Numbering of banks is 0, 1, and 2 from top to
bottom.
Byte groups T0, T1, T2, and T3 are numbered in
parameters as 3, 2, 1, and 0, respectively.
Bottom- t pin in a byt is ref d as ‘0" i
Bank and byte lane position 1\/? AI?maI;(r)riefel; mabylegroup s relemed as £
information for the address. 12-bit P o . .
parameter provided per pin. Bottom-most pin in a byte group is referred as ‘0" in
e [11:8] - Bank Hon. Val (0 the MAP parameters. Numbering is counted from 0
[1 : ]2- ank post 10Crll. alues otl | t0 9 from the bottom-most pin to the top pin within
, Or 2 are supporte o o abyte group by excluding DQSCCI/0s. DQSCC_N
ADD_MAP * [7:4] - Byte lane position withina | and DQSCC_P pins of a byte group are numbered
bank. Values of 0, 1, 2, or 3 are as A and B, respectively.
supported. 264'h000_000_239_238_237_236_23B_23A_235_234_
e [3:0] - Bit position within a byte 233 232 231 230229 228 227 226 _22B 22A 225
lane. Values of [0,1,2, ..., A, Blare | 5p4. This parameter is denoted for an Address
supported. width of 22 bits with 12 bits for each pin. In this
example, the Address width is 20 bits. Ordering of
parameters is from MSB to LSB (that is, SA[0]
corresponds to the 12 LSBs of the parameter).
12'h224: Address pin placed in bank 2, byte lane 2,
at location 4.
12'h11A: Address pin placed in bank 1, byte lane 1,
at location A.
Bank and byte lane position
RD_MAP information for the Read enable. See | See the ADD_MAP example
the ADD_MAP description.
Bank and byte lane position
WR_MAP information for the Write enable. See | See the ADD_MAP example

ADDR_CTL_MAP

Bank and byte lane position
information for Address byte groups.
Address requires 3 byte groups and
this parameters denotes the byte
groups in which all 3 Address byte
groups are selected. See the K_MAP
description.

See the K_MAP example

DO0_MAP, D1_MAP,
D2_MAP, D3_MAP,
D4_MAP, D5_MAP,
D6_MAP, D7_MAP

Bank and byte lane position
information for the Data Write bus.
See the ADD_MAP description.

See the ADD_MAP example
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Table 2-14: QDRI+ SRAM Memory Interface Solution Pinout Parameters (Cont'd)

Parameter Description Example
Bank and byte lane position
BW_MAP information for the Byte Write. See See the ADD_MAP example

the ADD_MAP description.

Q0_MAP, Q1_MAP,
Q2_MAP, Q3_MAP,
Q4 MAP, Q5_MAP,
Q6_MAP, Q7_MAP

Bank and byte lane position
information for the Data Read bus. | See the ADD_MAP example
See the ADD_MAP description.

Design Guidelines

Design Rules

Memory types, memory parts, and data widths are restricted based on the selected FPGA,
FPGA speed grade, and the design frequency. The final frequency ranges are subject to
characterization results.

Trace Length Requirements

Trace lengths described here are for high-speed operation and can be relaxed depending
on the application’s target bandwidth requirements. The package delay should be
included when determining the effective trace length. These internal delays can be found
using the Pinout and Area Constraints Editor (PACE) tool. These rules indicate the
maximum electrical delays between QDRII+ SRAM signals:

e The maximum electrical delay between any bit in the data bus, D, and its associated
K/K# clocks should be +15 ps.

* The maximum electrical delay between any Q and its associated CQ/CQ# should be
=15 ps.

¢ The maximum electrical delay between any address and control signals and the
corresponding K/K# should be +50 ps.

e There is no relation between CQ and the K clocks. K should be matched with D, and
CQ should be matched with Q (read data).

Pinout Requirements

Xilinx 7 series FPGAs are designed for very high-performance memory interfaces, and
certain rules must be followed to use the QDRII+ physical layer. Xilinx 7 series FPGAs
have dedicated logic for each byte group. Four byte groups are available in each 50- pin
bank. Each 50-pin bank consists of four byte groups that contain one DQS Clock capable
I/0 pair and ten associated I/Os. Two pairs of Multi-region Clock-capable I/O (MRCC)
pins are available in a bank, and are used for placing the read clocks (CQ and CQ#).

In a typical QDRII+ write bank configuration, 9 of these 10 I/Os are used for the Write data
(D) and one is used for the byte write (BW). The write clocks (K/K#) use one of the
DQSCCIO pairs inside the write bank. Within a read bank, the read data are placed on 9 of
the 10 I/Os, QVLD placed in any of the read data byte groups and the CQ/CQ# clocks
placed in the MRCC_P pins available inside the read bank.
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Design Guidelines

Xilinx 7 series FPGAs have dedicated clock routing for high-speed synchronization that is
routed vertically within the I/O banks. Thus, QDRII+ memory interfaces must be
arranged in the banks vertically and not horizontally. In addition, the maximum height is
three banks.

After generating a core through the MIG tool, the most optimal pin out has been selected
for the design. Manual changes through the UCF are not recommended. However, if the
UCEF needs to be altered, the following rules must be taken into consideration:

* The write data bus (D) of a memory interface should be placed within a single bank. It
is required to arrange the write data bus byte wise (9 bits wide) among the FPGA byte
groups. All byte write (BW) signals of the interface are required to place in the same
bank.

e K/K# clocks must be kept in the same bank as the write data bank. They should be
placed on a DQSCCIO pin pair.

* The read data bus (Q) must be arranged byte wise (9 bits wide) among the FPGA byte
groups. It is recommended to keep the complete read data bus of a memory
component within a single bank.

® The read data clocks (CQ and CQ#) must be placed on the two MRCC_P or MRCC_N
pins available in the same bank as the read data or an adjacent bank to it. It is
recommended to keep the read data and read clocks in the same bank.

e All address/control signals should be placed within a single bank. The address bank
should be placed adjacent to the data write (D) bank.

¢ The dll_off_n signal can be placed on any free I/O available in the banks used for the
memory interface.

¢ [tis recommended to keep the system clock pins in the data write bank.

System Clock, PLL Location, and Constraints

The PLL is required to be in the bank that supplies the clock to the memory to meet the
specified interface performance. The system clock input is also strongly recommended to
be in this bank. The MIG tool follows these two rules whenever possible. However,
exceptions are possible where pins might not be available for the clock input in the bank as
that of the PLL. In this case, the clock input needs to come from an adjacent bank through
the frequency backbone to the PLL. The system clock input to the PLL must come from
clock-capable 1/Os.

The system clock input can only be used for an interface in the same column. The system
clock input cannot be driven from another column. The additional PLL or MMCM and
clock routing required for this induces too much additional jitter.

Unused outputs from the PLL can be used as clock outputs. Only the settings for these
outputs can be changed. Settings related to the overall PLL behavior and the used outputs
must not be disturbed. A PLL cannot be shared among interfaces.

See Clocking Architecture, page 188 for information on allowed PLL parameters.

Configuration

The UCF contains timing, pin, and I/O standard information. The sys_clk constraint sets
the operating frequency of the interface. It is set through the MIG GUI. The MIG GUI must
be rerun if this constraint needs to be altered, because other internal parameters are
affected. For example:
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NET "sys_clk _p" TNM_NET = TNM_sys_clk;
TIMESPEC "TS_sys_clk" = PERIOD "TNM_sys_clk" 1.875 ns;

The clk_ref constraint sets the frequency for the IDELAY reference clock, which is typically
200 MHz. For example:

NET "clk ref p" TNM_NET = TNM_ clk_ref;
TIMESPEC "TS_clk ref" = PERIOD "TNM_clk_ref" 5 ns;

The I/O standards are set appropriately for the QDRII+ SRAM interface with LVCMOS15,
HSTL15_1, HSTL15_1_DCI, DIFF_HSTL15_I, or DIFF_HSTL15_I_DCI, as appropriate.
LVDS_25 is used for the system clock (sys_clk) and I/O delay reference clock (clk_ref).
These standards can be changed, as required, for the system configuration. These signals
are brought out to the top level for system connection:

* sys_rst: This signal is the main system reset.

* init calib_complete: This signal indicates when the internal calibration is done and
that the interface is ready for use.

® tg compare_error: This signal is generated by the example design’s traffic generator if
read data does not match the write data.

These signals are all set to LVCMOS25 and can be altered as needed for the system design.
They can be generated and used internally instead of being brought out to pins.

Some interfaces might need to have the system clock in a bank above or below the bank
with the address/control and data. In this case, the MIG tool puts an additional constraint
in the UCF. For example:

NET "sys_clk_p" CLOCK_DEDICATED_ROUTE = BACKBONE;
PIN "*/u_infrastructure/plle2_i.CLKIN1" CLOCK_DEDICATED_ROUTE =
BACKBONE;

This case should only be used in MIG generated memory interface designs. It results in the
following warning during PAR. This warning can be ignored.

WARNING:Place:1402 - A clock IOB / PLL clock component pair have been
found that are not placed at an optimal clock IOB / PLL site pair. The
clock IOB component <sys_clk_p> is placed at site <IOB_X1Y76>. The
corresponding PLL component <u_backbl6/u_infrastructure/plle2_i> is
placed at site <PLLE2_ADV_X1Y2>. The clock IO can use the fast path
between the IOB and the PLL if the IOB is placed on a Clock Capable IOB
site that has dedicated fast path to PLL sites within the same clock
region. You may want to analyze why this problem exists and correct it.
This is normally an ERROR but the CLOCK_DEDICATED_ROUTE constraint was
applied on COMP.PIN <sys_clk_p.PAD> allowing your design to continue.
This constraint disables all clock placer rules related to the specified
COMP.PIN. The use of this override is highly discouraged as it may lead
to very poor timing results. It is recommended that this error condition
be corrected in the design.

Do not drive user clocks via the I/O clocking backbone from the region(s) containing the
MIG generated memory interface to CMT blocks in adjacent regions due to resource
limitations. Consult the 7 Series FPGAs Clocking Resources User Guide [Ref 18] for more
information.

The MIG tool sets the VCCAUX_IO constraint based on the data rate and voltage input
selected. The generated UCF has additional constraints as needed. For example:

NET "sys_clk_p" ©LOC = "Y5" | IOSTANDARD = DIFF_HSTL_I |
VCCAUX_IO = DONTCARE;
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NET "sys_clk_n" LOC = "W5" | IOSTANDARD = DIFF_HSTL_T
VCCAUX_IO = DONTCARE;

Consult the Xilinx Timing Constraints Guide [Ref 13] for more information.

I/O Standards

The MIG tool generates the appropriate UCF for the core with SelectlO™ interface
standards based on the type of input or output to the 7 series FPGAs. These standards
should not be changed. Table 2-15 contains a list of the ports together with the I/O
standard used.

Table 2-15: /0 Standards

Signal( Direction I/0 Standard
qdr_bw_n Output HSTL_I
qdr_cq_p, qdr_cq_n Input HSTL_I_DCI
qdr_d Output HSTL_I
qdr_k_p, qdr_k_n Output HSTL_I
qdr_q Input HSTL_I_DCI
qdr_r_n Output HSTL_I
qdr_sa Output HSTL_I
qdr_w_n Output HSTL_I

Notes:
1. All signals operate at 1.5V.

DCI (HP banks) or IN_TERM (HR banks) is required at the FPGA to meet the specified
performance. Designs generated by the MIG tool use the DCI standards for Data Read (Q)
and Read Clock (CQ_P and CQ_N) in the High-Performance banks. In the High-Range
banks, the MIG tool uses the HSTL_I standard with the internal termination (IN_TERM)
attribute chosen in the GUI.

Debugging QDRI+ SRAM Designs

Introducti

This section defines a step-by-step debugging procedure to assist in the identification and
resolution of any issues that might arise during each phase of the memory interface design
process.

on

The QDRII+ memory interfaces in Virtex-7 FPGAs simplify the challenges associated with
memory interface design. However, every application environment is unique and proper
due diligence is required to ensure a robust design. Careful attention must be given to
functional testing through simulation, proper synthesis and implementation, adherence to
PCB layout guidelines, and board verification through IBIS simulation and signal integrity
analysis.

This section defines a step-by-step debugging procedure to assist in the identification and
resolution of any issues that might arise during each phase of the design process. Details
are provided on:
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¢ Functional verification using the UNISIM simulation models

® Design implementation verification

* Board layout verification

¢ Using the QDRII+ SRAM physical layer to debug board-level issues

* General board-level debug techniques

The two primary issues encountered during verification of a memory interface are:
e (Calibration not completing properly

¢ Data corruption during normal operation

Problems might be seen in simulation, hardware, or both due to various root causes.

Figure 2-31 shows the overall flow for debugging problems associated with these two
general types of issues.

r
| Symptoms in Simulation/Hardware

I - Calibration Failure
- Data Bit/Byte Corruption/Errors

| Simulation Debug |

!

| Synthesis/Implementation Debug |

!

| Hardware Debug |

Figure 2-31: Virtex-7 FPGA QDRII+ SRAM MIG Tool Debug Flowchart

Debug Tools

Many tools are available to debug memory interface design issues. This section indicates
which resources are useful for debugging a given situation.

Example Design

QDRII+ SRAM design generation using the MIG tool produces an example design and a
user design. The example design includes a synthesizable test bench that has been fully
verified in simulation and hardware. This design can be used to observe the behavior of
the MIG tool design and can also aid in identifying board-related problems.

Debug Signals

The MIG tool includes a Debug Signals Control option on the FPGA Options screen.
Enabling this feature allows calibration, tap delay, and read data signals to be monitored
using the ChipScope analyzer. Selecting this option port maps the debug signals to VIO
modules of the ChipScope analyzer in the design top module.

Sample debug logic by connecting the debug ports to ChipScope tool cores (that is, ILA,
ICON, VIO) is provided in the example design top (example_top) module with a Debug
Signals for Memory Controller option value of “ON.” In User Design top, all debug port
signals are grouped under few buses and provided in the port list. To confirm that all
ChipScope tool debug ports are connected to various ChipScope tool cores, look at the
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reference example design top module. The debug ports generated in the User Design top

module for Debug Port enable designs are “qdriip_ila0_data”, “qdriip_ila0_trig”,

“qdriip_ilal_data”, “qdriip_ilal_trig”, “qdriip_vio2_async_in”, and
“qdriip_vio2_sync_out.”

ChipScope Pro Tool

The ChipScope Pro tool inserts logic analyzer, bus analyzer, and VIO software cores
directly into the design. The ChipScope Pro tool allows the user to set trigger conditions to
capture the application and the MIG tool signals in hardware. Captured signals can then be
analyzed through the ChipScope Pro Logic Analyzer tool [Ref 8].

Simulation Debug

Figure 2-32 shows the debug flow for simulation.

Verify Successful Simulation Using
Example Design. Identify any Issues with
Simulation Environment

l

| Debug Issues with User Design Simulation |

!

| Open WebCase |

Figure 2-32: Simulation Debug Flowchart

Verifying the Simulation Using the Example Design

The example design generated by the MIG tool includes a simulation test bench and
parameter file based on memory selection in the MIG tool, and a ModelSim . do script file.

The MIG tool does not provide a QDRII+ memory model. The user must provide a QDRII+
memory model and add it to the simulation. Successful completion of this example design
simulation verifies a proper simulation environment.

This shows that the simulation tool and Xilinx libraries are set up correctly. For detailed
information on setting up Xilinx libraries, refer to COMPXLIB in the Command Line Tools
User Guide [Ref 9] and the Synthesis and Simulation Design Guide [Ref 10]. For simulator tool
support, refer to the 7 Series FPGAs Memory Interface Solutions Data Sheet [Ref 11].

A working example design simulation completes memory initialization and runs traffic in
response to the test bench stimulus. Successful completion of memory initialization and
calibration results in the assertion of the cal_done signal. When this signal is asserted, the
Traffic Generator takes control and begins executing writes and reads according to its
parameterization.

Table 2-16 shows the signals and parameters of interest, respectively, during simulation.
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Table 2-16: Signals of Interest During Simulation

Signal Name Usage Signal Name Usage

tg_compare_error This signal indicates a mismatch between the data
written from the Ul and data received during a read on
the UL This signal is a part of the example design. A
single error asserts this signal; it is held until the design
is reset.

tg_cmp_error This signal indicates a mismatch between the data
written from the Ul and the data received during a
read on the Ul This signal is part of the example
design. This signal is asserted each time a data
mismatch occurs.

app_wr_cmd This signal indicates that the write address and write
data are valid for a write command

app_wr_addr This is the address provided for the write command

app_wr_data This is the write data for a write command

app_wr_bw_n This signal is the byte write control

app_rd_cmd This signal indicates that the read address is valid for a
read command

app_rd_addr This address is provided for the read command

app_rd_data This read data is returned from the memory device

app_rd_valid This signal is asserted when app_rd_data is valid

Memory Initialization

The QDRII+ memories do not require an elaborate initialization procedure. However, the
user must ensure that the Doff_n signal is provided to the memory as required by the
vendor. The QDRII+ SRAM interface design provided by the MIG tool drives the Doff_n
signal from the FPGA. After the internal MMCM has locked after a wait period of 200 ps,
the Doff_n signal is asserted High. After Doff_n is asserted and following CLK_STABLE
(set to 2048) number of CQ clock cycles, commands are issued to the memory.

For memory devices that require the Doff_n signal to be terminated at the memory and not
be driven from the FPGA, the user must perform the required termination procedure.

Calibration

Calibration completes read leveling, write calibration, and read enable calibration. This is
completed over two stages. This sequence successfully completes when the cal_done
signal is asserted. For more details, refer to Physical Interface, page 189.

The first stage performs per-bit read leveling calibration. The data pattern used during this
stageis 00££00££00££££00. The data pattern is first written to the memory, as shown in
Figure 2-33.
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Figure 2-33: Writes for First Stage Read Calibration

This pattern is then continuously read back while the per-bit calibration is completed, as
shown in Figure 2-34.

0o p1 Joo A1) Joo p1 oo 31 ded 11 qoa 11 jed 11 genl 11 oo (11 jog 11 oo 11 joo

LA I 1 I A 1 1 1 A Y I I 10 S 1 e 0 O e Y 1 e (1 W

00... | \0000000o0 T o0, ST I00.) A00000a00... [T 00

A A A & & & & & & &

Figure 2-34: Reads for First Stage Read Calibration

The second stage performs a read enable calibration. The data pattern used during this
stageis . . 55. . AA. The data pattern is first written to the memory, and then read back for
the read enable calibration, as shown in Figure 2-35.
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Figure 2-35: Write and Read for Second Stage Read Calibration

An additional read is performed so the read bus is driven to a different value. This is
mostly required in hardware to make sure that the read calibration can distinguish the
correct data pattern.

After second stage calibration completes, cal_done is asserted, signifying successful
completion of the calibration process.

Test Bench

After cal_done is asserted, the test bench takes control, writing to and reading from the
memory. The data written is compared to the data read back. Any mismatches trigger an
assertion of the error signal. Figure 2-36 shows a successful implementation of the test
bench with no assertions on error.
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Figure 2-36: Test Bench Operation After Completion of Calibration

Proper Write and Read Commands

When sending write and read commands, the user must properly assert and deassert the
corresponding Ul inputs. Refer to User Interface, page 186 and Interfacing with the Core
through the Client Interface, page 187 for full details. The test bench design provided
within the example design can be used as a further source of proper behavior on the UL

To debug data errors on the QDRII+ SRAM interface, it is necessary to pull the Ul signals
into the simulation waveform.
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In the ModelSim Instance window, highlight u_ip_top to display the necessary Ul signals
in the Objects window, as shown in Figure 2-37. Highlight the user interface signals noted
in Table 2-16, page 210, right-click, and select Add > To Wave > Selected Signals.

=l sim_th_top
& #ALWAYSH1E3
& #ALWAYS#200

& #oLWAYER220 =l app_rd_addr
& #ASTIGNEZ I app_rd_addr
& #A33IGNF133 & app_rd_cmdd
& #A33IGNF134 & app_rd_cimd1
& #ASTIGNZ04 =~ app_rd_data0
& #ASSIGNZOS =~ app_rd_datal
& #INITIAL#1 7T ¥ app_rd_validd
@ #INITIAL#186,197 ¥ app_rd_valid!
& #NITIAL#531 (Logging) i app_wi_addr0
) o COMP_INSTID) <l app_wr_addr
) o COMP_INST[1] i app_wr_bw_n0
=+ o Logging s+l app_wr_bw_n1
= u_ip_tap & app_wr_cmdd
@ #ASSIGNSEE ¥ app_wr_cmd1
P #ASSIGNEET - app_wr_datal
o cloghz 3
ol tg_setup +
& o u_trafic_gen_top 4
& o u_user_top v 4

Figure 2-37: ModelSim Instance Window

Figure 2-38 and Figure 2-39 show example waveforms of a write and read on both the user
interface and the QDRII+ interface.

Figure 2-39: QDRI+ Interface Write and Read
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Synthesis and Implementation Debug

Figure 2-40 shows the debug flow for synthesis and implementation.

Verify Successful Synthesis and
Implementation Using Example Design

Verify Any Modification to the MIG Output

Verify Successful Synthesis and
Implementation Using User Design

!

Verify Design Timing in TRACE

!

Open WebCase

Figure 2-40: Synthesis and Implementation Debug Flowchart

Verify Successful Synthesis and Implementation

The example design and user design generated by the MIG tool include
synthesis/implementation script files and user constraint files (. ucf). These files should
be used to properly synthesize and implement the targeted design and generate a working
bitstream.

The synthesis/implementation script file, called ise_flow.bat/ise_flow.sh,is
located in both example_design/par and user_design/par directories. Execution of
this script runs either the example design or the user design through synthesis, translate,
MAP, PAR, TRACE, and BITGEN. The options set for each of these processes are the only
options that have been tested with the QDRII+ SRAM MIG tool designs. A successfully
implemented design completes all processes with no errors (including zero timing errors).

Verify Modifications to the MIG Tool Output

The MIG tool allows the user to select the FPGA banks for the memory interface signals.
Based on the banks selected, the MIG tool outputs a UCF with all required location
constraints. This file is located in both the example_design/par and
user_design/par directories and should not be modified.

The MIG tool outputs open source RTL code parameterized by top-level HDL parameters.
These parameters are set by the MIG tool and should not be modified manually. If changes
are required, such as decreasing or increasing the frequency, the MIG tool should be rerun
to create an updated design. Manual modifications are not supported and should be
verified independently in behavioral simulation, synthesis, and implementation.

Identifying and Analyzing Timing Failures

The MIG tool QDRII+ SRAM designs have been verified to meet timing using the example
design across a wide range of configurations. However, timing violations might occur,
such as when integrating the MIG tool design with the user’s specific application logic.

Any timing violations that are encountered must be isolated. The timing report output by
TRACE (. twx/ . twr) should be analyzed to determine if the failing paths exist in the MIG
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tool QDRII+ SRAM design or the UI (backend application) to the MIG tool design. If
failures are encountered, the user must ensure the build options (that is, XST, MAP, PAR)
specified in the ise_flow.bat file are used.

If failures still exist, Xilinx has many resources available to aid in closing timing. The
PlanAhead™ tool [Ref 12] improves performance and quality of the entire design. The
Xilinx Timing Constraints User Guide [Ref 13] provides valuable information on all available
Xilinx constraints.

Hardware Debug

Figure 2-41 shows the debug flow for hardware.

Verify Memory Implementation Guidelines
are Properly Followed

!

Run S| Simulation Using IBIS |

!

Run Example Design

!

| Isolate Bit Errors |

!

Board Measurements

- Measure Signal Integrity
- Measure Supply and V ;- Voltages
- Measure Bus Timing

!

Check Clocking/Run Interface at
Slower Frequency

!

Open WebCase

Figure 2-41: Hardware Debug Flowchart

Clocking

The external clock source should be measured to ensure frequency, stability (jitter), and
usage of the expected FPGA pin. The designer must ensure that the design follows all
clocking guidelines. If clocking guidelines have been followed, the interface should be run
at a slower speed. Not all designs or boards can accommodate slower speeds. Lowering
the frequency increases the marginal setup or hold time, or both, due to PCB trace
mismatch, poor signal integrity, or excessive loading. When lowering the frequency, the
MIG tool should be rerun to regenerate the design with the lower clock frequency. Portions
of the calibration logic are sensitive to the CLK_PERIOD parameter; thus, manual
modification of the parameter is discouraged.

Verify Board Pinout

The user should ensure that the pinout provided by the MIG tool is used without
modification. Then, the board schematic should be compared to the
<design_name>.pad report generated by PAR. This step ensures that the board pinout
matches the pins assigned in the implemented design.
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Run Signal Integrity Simulation with IBIS Models

To verify that board layout guidelines have been followed, signal integrity simulations
must be run using the I/O buffer information specification (IBIS). These simulations
should always be run for both pre-board and post-board layouts. The purpose of running
these simulations is to confirm the signal integrity on the board.

The ML561 Hardware-Simulation Correlation chapter of the Virtex-5 FPGA ML561 Memory
Interfaces Development Board User Guide [Ref 14] can be used as a guideline. This chapter
provides a detailed look at signal integrity correlation results for the ML561 board. It can
be used as an example for signal integrity analysis. It also provides steps to create a
design-specific IBIS model to aid in setting up the simulations. While this guide is specific
to Virtex-5 devices and the ML561 development board, the principles therein can be
applied to MIG designs with 7 series FPGAs.

Run the Example Design

The example design provided with the MIG tool is a fully verified design that can be used
to test the memory interface on the board. It rules out any issues with the backend logic
interfacing with the MIG tool core. In addition, the test bench provided by the MIG tool can
be modified to send out different data patterns that test different board-level concerns.

Debugging Common Hardware Issues

When calibration failures and data errors are encountered in hardware, the ChipScope
analyzer should be used to analyze the behavior of MIG tool core signals. For detailed
information about using the ChipScope analyzer, refer to the ChipScope Pro 11.1 Software
and Cores User Guide [Ref 8].

A good starting point in hardware debug is to load the provided example_design onto the
board in question. This is a known working solution with a test bench design that checks
for data errors. This design should complete successfully with the assertion of cal_done
and no assertions of compare_error. Assertion of cal_done signifies successful completion
of calibration while no assertions of compare_error signifies that the data is written to and
read from the memory compare with no data errors.

The cmp_err signal can be used to indicate if a single error was encountered or if multiple
errors are encountered. With each error encountered, cmp_err is asserted so that the data
can be manually inspected to help track down any issues.

Isolating Bit Errors

An important hardware debug step is to try to isolate when and where the bit errors occur.
Looking at the bit errors, these should be identified:

* Are errors seen on data bits belonging to certain CQ clock groups?
* Are errors seen on accesses to certain addresses of memory?

* Do the errors only occur for certain data patterns or sequences?

This can indicate a shorted or open connection on the PCB. This can also indicate an SSO or
crosstalk issue. It might be necessary to isolate whether the data corruption is due to writes
or reads. This case can be difficult to determine because if writes are the cause, read back of
the data is bad as well. In addition, issues with control or address timing affect both writes
and reads.
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Some experiments that can be tried to isolate the issue are:

e If the errors are intermittent, have the design issue a small initial number of writes,
followed by continuous reads from those locations. If the reads intermittently yield
bad data, there is a potential read problem.

e Check/vary only write timing:
¢ Check that the external termination resistors are populated on the PCB.
¢ Use ODELAY to vary the phase of D relative to the K clocks.

e Vary only read timing:

e Check the IDELAY values after calibration. Look for variations between IDELAY
values. IDELAY values should be very similar for Qs in the same CQS group.

®  Vary the IDELAY taps after calibration for the bits that are returning bad data.

This affects only the read capture timing.

Debugging the Core

The Debug port is a set of input and output signals that either provide status (outputs) or
allow the user to make adjustments as the design is operating (inputs). When generating
the QDRII+ SRAM design through the MIG tool, an option is provided to turn the Debug
Port on or off. When the Debug port is turned off, the outputs of the debug port are still
generated but the inputs are ignored. When the Debug port is turned on, the inputs are
valid and must be driven to a logical value. Driving the signals incorrectly on the debug
port might cause the design to fail or have less read data capture margin.

When running the core in hardware, a few key signals should be inspected to determine
the status of the design. The dbg_phy_status bus described in Table 2-17 consists of status
bits for various stages of calibration. Checking the dbg_phy_status bus gives initial
information that can aid in debugging an issue that might arise, determining which
portion of the design to look at, or looking for some common issues.

Table 2-17: Physical Layer Simple Status Bus Description

Debug Port Signal

Name Description If Problem Arise

dbg_phy_status[0]

Fabric reset based on PLL

rst_wr_clk

lock and system input reset

If this signal stays asserted, check
your clock source and system
reset input

dbg_phy_status[1]

io_fifo_rden_cal_done &
po_ck_addr_cmd_delay_
done

1/0 FIFO initialization to
ensure the /O FIFOs are in
an almost full condition
and the phaser out delay to
provide the 90° phase shift
to address/control signals
are done

Check if the PHY control ready
signal is asserted

dbg_phy_status|[2] init_done QDRII+ SRAM N/AD
initialization sequence is
complete

dbg_phy_status|[3] cal_stagel_start Stage 1 read calibration N/A

start signal

dbg_phy_status[4]

edge_adv_cal_done

Stage 1 calibration is
complete and edge_adv
calibration is complete

Stage 1 calibration did not happen
right. Make sure valid read data is
seen during stagel calibration.
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Table 2-17: Physical Layer Simple Status Bus Description (Cont'd)

Debug Port Signal

Name

Description

If Problem Arise

dbg_phy_status[5]

cal_stage2_start

Latency calibration start
signal after pi_edge_adv
calibration is completed.

If this signal does not go High,
then stage 1 has not completed.
Make sure the expected data is
being returned from the memory.

dbg_phy_status[6]

cal_stage?_start &
cal_done

Latency calibration start
signal

N/A

dbg_phy_status|[7]

Cal_done

Calibration complete

N/A

Notes:

1. N/A indicates that as long as previous stages have completed, this stage is also completed.

The read calibration results are provided as part of the Debug port as various output
signals. These signals can be used to capture and evaluate the read calibration results.

Read calibration uses the IODELAY to align the capture clock in the data valid window for
captured data. The algorithm shifts the IODELAY values and looks for edges of the data
valid window on a per-byte basis as part of the calibration procedure.

DEBUG_PORT Signals

The top-level wrapper, user_top, provides several output signals that can be used to
debug the core if the debug option is checked when generating the design through the MIG
tool. Each debug signal output begins with dbg_. The DEBUG_PORT parameter is always
set to OFF in the sim_tb_top module of the sim folder, which disables the debug option
for functional simulations. These signals and their associated data are described in

Table 2-18.

Table 2-18: DEBUG_PORT Signal Descriptions

Signal

Direction

Description

dbg_phy_wr_cmd_n[1:0]

Output

This active-Low signal is the
internal wr_cmd used for debug
with the ChipScope analyzer

dbg_phy_rd_cmd_n[1:0]

Output

This active-Low signal is the
internal rd_cmd used for debug
with the ChipScope analyzer

dbg_phy_addr[ADDR_WIDTH x 4 - 1:0]

Output

Control address bus used for debug
with the ChipScope analyzer

dbg_phy_wr_data[ DATA_WIDTHx 4 — 1:0]

Output

Data being written that is used for
debug with the ChipScope
analyzer.

dbg_phy_init_wr_only

Input

verifies calibration write timing.

When this input is High, the state
machine in qdr_phy_write_init_sm
stays at the write calibration
pattern to QDRII+ memory. This

This signal must be Low for normal
operation.
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Table 2-18: DEBUG_PORT Signal Descriptions (Contd)

Signal Direction Description

dbg_phy_init_rd_only input | When this input is High, the state
machine in qdr_phy_write_init_sm
stays at read calibration state from
QDRII+ memory. This verifies
calibration read timing and
returned calibration data. This
signal must be Low for normal
operation.

dbg_byte_sel Input | This input selects the
corresponding byte lane whose
phaser/IDELAY tap controls need
to be controlled by the user

dbg_pi_f_inc Input | This signal increments the
phaser_in generated ISERDES clk
that is used to capture rising data

dbg_pi_f dec Input | This signal decrements the
phaser_in generated ISERDES clk
that is used to capture rising data

dbg_po_f_inc Input | This signal increments the
phaser_out generated OSERDES
clk that is used to capture falling
data

dbg_po_f_dec Input | This signal increments the
phaser_out generated OSERDES
clk that is used to capture falling

data

dbg_phy_pi_fine_cnt Output | This output indicates the current
phaser_in tap count position

dbg_phy_po_fine_cnt Output | This output indicates the current
phaser_out tap count position

dbg_cq_num Output | This signal indicates the current
CQ/CQ# being calibrated

dbg_q_bit Output | This signal indicates the current Q
being calibrated

dbg_valid_lat[4:0] Output | Latency in cycles of the delayed
read command

dbg_q_tapent Output | Current Q tap setting for each
device

dbg_inc_latency Output | This output indicates that the

latency of the corresponding byte
lane was increased to ensure proper
alignment of the read data to the
user interface.
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Table 2-18: DEBUG_PORT Signal Descriptions (Contd)

Signal

Direction

Description

dbg_error_max_latency

Output

This signal indicates that the
latency could not be measured
before the counter overflowed.
Each device has one error bit.

dbg_error_adj_latency Output | This signal indicates that the target
PHY_LATENCY could not be
achieved

dbg_align_rd0 [DATA_WIDTH-1:0] Output | Thisbusshows the captured output
of the first rising data

dbg_align_rd1 [DATA_WIDTH-1:0] Output | Thisbus shows the captured output
of the second rising data

dbg_align_fd0 [DATA_WIDTH-1:0] Output | Thisbusshows the captured output
of the first falling data

dbg_align_fd1 [DATA_WIDTH-1:0] Output | Thisbus shows the captured output

of the second falling data

Write Init Debug Signals

Table 2-19 indicates the mapping between the write init debug signals on the dbg_wr_init
bus and debug signals in the PHY. All signals are found within the
gdr_phy _write_init_smmodule and are all valid in the clk domain.

Table 2-19: Write Init Debug Signal Map

Bits

PHY Signal Name

Description

dbg_wr_init[0]

init_cnt_done

Initialization count is done

dbg_wr_init[1]

cq_stable

The cq clocks from memory are
stable; commands can be issued

dbg_wr_init[2]

ck_addr_cmd_delay_done

90 degree shift on
address/commands is done

dbg_wr_init[3]

rdlvl_stgl_start

Stage 1 calibration is started

dbg_wr_init[4]

rdlvl_stgl_done

Stage 1 calibration is completed

dbg_wr_init[5]

edge_adv_cal_done

Phase alignment has completed,
proceed to latency calibration

dbg_wr_init[6]

cal_stage?2_start

Latency calculation stage start

dbg_wr_init[14:7]

phy_init_cs

Initialization state machine

dbg_wr_init[15]

rdlvl_stgl_done

First stage centering is done.

dbg_wr_init[18:16]

addr_cntr

Internal counter for command
generation

dbg_wr_init[19]

dbg_phy_init_wr_only

When this is ‘1’, the state
machine stays at the calibration
write state
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Table 2-19: Write Init Debug Signal Map (Cont’d)

Bits

PHY Signal Name

Description

dbg_wr_init[20]

dbg_phy_init_rd_only

When this is ‘1’, the state
machine stays at the calibration
read state: CAL1_READ

dbg_wr_init[21] CAL2_WRITE The state machines stays at
CAL2_WRITE
dbg_wr_init[255:22] Reserved N/A

Read Stage 1 Calibration Debug Signals

Table 2-20 indicates the mapping between bits within the dbg_rd_stagel_cal bus and
debug signals in the PHY. All signals are found within the gdr_r1d_phy_rdlvl module
and are all valid in the clk domain.

Table 2-20: Read Stage 1 Debug Signal Map

Bits

PHY Signal Name

Description

dbg_phy_rdlvl[0]

rdlvl_stgl_start

Input from initialization state
machine indicating start of
stage 1 calibration

dbg_phy_rdlvI[1]

rdlvl_start

Indicates when calibration logic
begins

dbg_phy_rdlvl[2]

found_edge_r

Indicates a transition of data
window was detected

dbg_phy_rdlvl[3]

patO_data_match_r

Expected data pattern seen at
ISERDES outputs

dbg_phy_rdlvi[4]

patl_data_match_r

Expected data pattern is seen at
ISERDES outputs; however, this
is shifted due to the first read data
aligning to the negative edge of
the ICLKDIV

dbg_phy_rdlvl[5] data_valid Valid calibration data is seen
dbg_phy_rdlvl[6] call_wait_r Wait state for observing the data
after the IDELAY /phaser taps
have been varied
dbg_phy_rdlvl[7] Reserved

dbg_phy_rdlvl[8]

detect_edge_done_r

Edge detection completed

dbg_phy_rdlvl[13:9]

call_state_r

Calibration state machine states

dbg_phy_rdlvl[20:14]

cnt_idel_dec_cpt_r

Number of phaser taps to be
decremented for centering the
clock in the data window

dbg_phy_rdlvl[21]

found_first_edge_r

First edge transition detected

dbg_phy_rdlvl[22]

found_second_edge_r

Second edge transition detected

dbg_phy_rdlvl[23]

reserved
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Table 2-20: Read Stage 1 Debug Signal Map (Cont'd)

Bits

PHY Signal Name

Description

dbg_phy_rdlvl[24]

store_sr_r

Signal to store current read data
prior to incrementing tap delays

dbg_phy_rdlvl[32:25]

sr_falll r, sr_risel_r

sr_fallO_r, sr_riseQ_r

Read data stored in shift registers
for comparison

dbg_phy_rdlvl[40:33]

old_sr_falll v,
old_sr_risel_r

old_sr_fall0 _r,
old_sr_rise0_r

Read data stored in registers
prior to tap increments

dbg_phy_rdlvl[41]

sr_valid_r

Determines when it is safe to load
the ISERDES data for comparison

dbg_phy_rdlvl[42]

found_stable_eye_r

Indicates a stable eye is seen

dbg_phy_rdlvl[48:43]

tap_cnt_cpt_r

Phaser tap counter

dbg_phy_rdlvl[54:49]

first_edge_taps_r

Number of taps to detect first
edge

dbg_phy_rdlvl[60:55]

second_edge_taps_r

Number of taps to detect second
edge

dbg_phy_rdlvl[64:61]

call_cnt_cpt_r

Indicates the white byte lane is
being calibrated

dbg_phy_rdlvl[65]

call_dlyce_cpt_r

Phaser control to enable phaser
delays

dbg_phy_rdlvl[66]

call_dlyinc_cpt_r

Phaser control to increment
phaser tap delay

dbg_phy_rdlvl[67]

found_edge_r

Indicates a transition of the data
window is detected

dbg_phy_rdlvl[68]

found_stable_eye_last_r

Indicates a stable eye is seen

dbg_phy_rdlvl[74:69]

idelay_taps

Number of IDELAY taps that
detect a valid data window while
delaying incoming read data

dbg_phy_rdlvI[80:75]

start_win_taps

Number of IDELAY taps to be
delayed to detect start of valid
window

dbg_phy_rdlvl[81]

idel_tap_limit_cpt_r

Indicates the end of the IDELAY
tap chain is reached

dbg_phy_rdlvl[82]

qdly_inc_done_r

Indicates valid window detection
by delaying IDELAY taps is done

dbg_phy_rdlvl[83]

start_win_detect

Indicates start of window
detection using IDELAY taps

dbg_phy_rdlvI[84]

detect_edge_done_r

Edge detection is completed

dbg_phy_rdlvl[90:85]

idel_tap_cnt_cpt_r

Counter that keeps track of the
number of IDELAY taps used
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Table 2-20: Read Stage 1 Debug Signal Map (Cont'd)

Bits

PHY Signal Name

Description

dbg_phy_rdlvl[96:91]

idelay_inc_taps_r

Number of IDELAY taps to be
incremented, if needed by the
calibration logic

dbg_phy_rdlvl[102:97]

idel_dec_cntr

Number of IDELAY taps to be
decremented, if needed by the
calibration logic

dbg_phy_rdlvl[103]

tap_limit_cpt_r

Indicates the end of the phaser
tap delay chain is reached

dbg_phy_rdlvl[115:104]

idelay_tap_delay

Total amount of valid window
seen using idelay taps

dbg_phy_rdlvl[127:128]

phaser_tap_delay

Total amount of valid window
seen using phaser taps

dbg_phy_rdlvl[255:128]

Reserved

Read Stage 2 Calibration Debug

Table 2-21 indicates the mapping between bits within the dbg_rd_stage2_cal bus and
debug signals in the PHY. All signals are found within the
gdr_rld_phy_read_stage2_cal module and are all valid in the clk domain.

Table 2-21: Read Stage 2 Debug Signal Map

Bits

PHY Signal Name

Description

dbg_stage2_cal[0]

en_mem_latency

Signal to enable latency
measurement

dbg_stage2_cal[5:1]

latency_cntr[0]

Indicates the latency for the first
byte lane in the interface

dbg_stage2_cal[6]

rd_cmd

Internal rd_cmd for latency
calibration

dbg_stage2_cal[7]

latency_measured[0]

Indicates latency has been
measured for byte lane 0

dbg_stage2_cal[8]

bl4_rd_cmd_int

Indicates calibrating for burst
length of 4 data words

dbg_stage2_cal[9]

bl4_rd_cmd_int_r

Internal register stage for burst 4
read command

dbg_stage2_cal[10]

edge_adv_cal_start

Indicates start of edge_adv
calibration, to see if the
pi_edge_adv signal needs to be
asserted

dbg_stage2_cal[11] rd0_vld Indicates valid ISERDES read data
dbg_stage2_cal[12] fdo_vld Indicates valid ISERDES read data
dbg_stage2_cal[13] rd1_vld Indicates valid ISERDES read data
dbg_stage2_cal[14] fd1_vld Indicates valid ISERDES read data
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Table 2-21: Read Stage 2 Debug Signal Map (Cont'd)

Bits PHY Signal Name Description
dbg_stage2_cal[15] phase_vld Valid data is seen for the particular
byte
dbg_stage2_cal[16] rd0_bslip_vld Indicates valid ISERDES read data
requiring bitslip
dbg_stage2_cal[17] fd0_bslip_vld Indicates valid ISERDES read data
requiring bitslip
dbg_stage2_cal[18] rd1_bslip_vld Indicates valid ISERDES read data
requiring bitslip
dbg_stage2_cal[19] fd1_bslip_vld Indicates valid ISERDES read data
requiring bitslip
dbg_stage2_cal[20] phase_bslip_vld Valid data is seen when bitslip
applied to read data
dbg_stage2_cal[21] clkdiv_phase_cal_done_4r | Indicates data validity complete,

proceed to assert the pi_edge_adv
signal if needed

dbg_stage2_cal[22] pi_edge_adv Phaser control signal to advance
the Phaser clock, ICLKDIV by one
fast clk cycle.

dbg_stage2_cal[25:23] byte_cnt[2:0] Indicates the byte that is being
checked for data validity

dbg_stage2_cal[26] inc_byte_cnt Internal signal to increment to the
next byte

dbg_stage2_cal[29:27] pi_edge_adv_wait_cnt Counter to wait between asserting

the phaser control signal,
pi_edge_adv signal in the various
byte lanes.

dbg_stage2_cal[127:30] reserved Reserved
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RLDRAM II Memory Interface Solution

Introduction

The RLDRAM II memory interface solution is a memory controller and physical layer for
interfacing Xilinx® 7 series FPGAs user designs to RLDRAM II devices. An RLDRAM II
device can transfer up to two, four, or eight words of data per request and are commonly
used in applications such as look-up tables (LUTs), L3 cache, and graphics.

The RLDRAM II memory solutions core is composed of a user interface (UI), memory
controller (MC), and physical layer (PHY). It takes simple user commands and converts
them to the RLDRAM II protocol before sending them to the memory. Unique capabilities
of Xilinx 7 series FPGAs allow the PHY to maximize performance and simplify read data
capture within the FPGA. The full solution is complete with a synthesizable reference
design.

This chapter describes the core architecture and information about using, customizing, and
simulating a LogiCORE™ IP RLDRAM II memory interface core for Xilinx 7 series FPGAs.

Although this soft memory controller core is a fully verified solution with guaranteed
performance, termination and trace routing rules for PCB design need to be followed to
have the best design. For detailed board design guidelines, see Design Guidelines,
page 277.

Note: RLDRAM Il designs currently do not support memory-mapped AXI4 interfaces.

For detailed information and updates about the 7 series FPGAs RLDRAM Il interface core,
see the appropriate 7 series FPGAs data sheet [Ref 15].

Getting Started with the CORE Generator Tool

This section is a step-by-step guide for using the CORE Generator™ tool to generate an
RLDRAM Il interface in a 7 series FPGA, run the design through implementation with the
Xilinx tools, and simulate the example design using the synthesizable test bench provided.

System Requirements

¢ ISE® Design Suite, v14.1
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Customizing and Generating the Core

Generation through Graphical User Interface

The Memory Interface Generator (MIG) is a self-explanatory wizard tool that can be
invoked under the CORE Generator tool. This section is intended to help in understanding

the various steps involved in using the MIG tool.

These steps should be followed to generate an RLDRAM II design:

1. To launch the MIG tool from the CORE Generator tool, type mig in the search IP

catalog box (Figure 3-1).

% Xilinx CORF Generator - Mo Project

Fl=  diew Manaoe TP Help
02 H B 3F BN
Tﬁ TF Catlog ax
g | Ve Runcton | vew by ame 10giC P Xilinx CORE Generator
,;,t Harre Wersion | AL gres
e i
3 . =
ol There is no project open.
- o Youmay brovse the IP Cotalog but you will not be able to generake any cores unkil you open or
1 J,: create a project.
X ol
= EH MIG 7 5=ies 1.2 A X
g_ [H MIG virkese =nd Spartare 37 g Copyrichk ic) 1995-2011 Hirs, Inc, All ights reservad,
=] EL m15 virtesd and Spartaes 55 Al
Consdle s
iZoreGen has not been configusd with any Uussy repositoniss, s
Coreden has been configured with the Falowing Hiine repositoriss: N
- JIn0.ss.Oheoregen, [=i_indesx =ml]

4 | * The IP Catalog hes been reladed. Py
ST G seoeh e . T e |
[] 8l P versins | Griy IP coppatible with chosen part | Information | 8 wamings || @) Errors

Part: Uns=: | Design Entry: Unssz | )

Figure 3-1: Xilinx CORE Generator Tool

2. Choose File > New Project to open the New Project dialog box. Create a new project

named 7Series_MIG_Example_Design (Figure 3-2).
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ZIE Project Yiew  Manage !

D MNew Project Zkrl 41

I__’}‘ Dpen Projeck kel
iZlose Project k|4
Recent Projects F

H Save Chrl4+5
Save as...,

=] Preferences...

Exit Chrl+0)

Figure 3-2: New CORE Generator Tool Project

3. Enter a project name and location. Click Save (Figure 3-3).

Mew Project

Save inc | 3 ALDR&M =l £ EE-

-2_ Iﬂ Coregen.cgp

My Recent
Documents

|'_'[:%
esktop
My Documents

Fw Conmputer

-

My Metwork  File name: l::-:-reuen.-::u ) j
Places

Save as type: |>{ilim¢ CORE Generatar Project File [*.cqp) ﬂ

| Save |
Cancel |

Figure 3-3: New Project Menu
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4. Select these project options for the part (Figure 3-4):
e Select the target Kintex™-7 or Virtex®-7 device.

% Project Options

Part Part
g;c:rnigodn Select the part For your project:
Family |Kintex? b |
Device |xc?k410t v |
Package
Speed Grade |-3 V|
[ oK l ’ Cancel ] ’ Apply ] ’ Help

Figure 3-4: CORE Generator Tool Device Selection Page
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5. Select Verilog as the Design Entry Option and ISE for the Vendor Flow Setting. Click
OK to finish the Project Options setup (Figure 3-5).

% Project Options

Part
Generation
Advanced

Flow
@ Design Enkry

() Custom Cutput Products
Flease refer to the online help For information about compiling behavioral
models using compxlib and using VED {¥erilog) templates,

Flow Settings

‘endor |Other R |

Metlist Bus Format |B<n:m>

Sirmulation Files
Preferred Simulation Model Preferred Language

(%) Behavioral WHDL
O Skructural ‘erilog

O Mone

Other Qukput Products
a5Y Symbol File

I OF l ’ Cancel ] ’ Apply ] ’ Help

Figure 3-5: CORE Generator Tool Design Flow Setting Page
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6. Select MIG 7 Series 1.5 (Figure 3-6).

% Xilinx CORE Generatar - C:\temphcoregenO7i4.cep

4514

Anld

File  Praject  VYiew MamzgeIP  Help
y I ? 0 ¢ &

AEE G B¢
E’;{: IP Catalog & X
M [——=

Yiews by Function | view by ame
#t )
Er;t. Tame hersion | AXIE
- 7 Butomotive & Industrial
j22] AT Infrastructure
@ BacelP

Basic Elements

1 Comrnunication B ketworkng

=l Dre g O Merifieakion

Digital Signal Processing
g FPGS Features and Desion
ﬁ} Math Functions

=] Mematies & Storags Elemants

w7 FIFOs
= : Memory InterFace Generators
EH MIg

EL MIG Yirksx -and Spartan-& 59
EL MIG Yirksx6 and Spartans S 414
& |7 RAMSs & ROMSs
Stamdzrd Bus Irkerfaces
Storage, MAS and SAN
7 Video & Image Processing
< >
Search IP Catalcg:| |I Clear

I

L | AP versions

|| 9nly 1P compatible with chasen part

A
REFERENCE MIG 7 Series Q@
DESIGN [=|= Shows Project
This core is supported at status Pre-Production by wour chosen part,

Information
Core type! MG F Series
Version: 1.0
Identifier; iz comiipimig_7series:1,3, You are using MIG T Series 1.3 whichisa
Pre-Production core. Use of this core in production systems is not
recommended. =
Core Summary:  This Memory InkerFace Generator i a smple menu driven tool to generate
aovanced memary incerfaces, This toolgenerates HCL and pin placement
censtrairks that will help vou design vour application.
Kinkes-7 supports DOR3 SDRAM, QDR I+ SRAM and RLODRAMIL, Yirkex-7
supporks DDR3 SDRAM, QDR [T+ SRAM and RLDRAMII, Arkix-7 supparks DO
SORAM,
Irkerfaces: ative, x4+
13 Supported Familiss
'-f'ﬂ Current Proect Options e

Corsole A x

weloome bo siline: CORE Generator, &

Helo system initiclized. =

Coreizen has not been configured with any user reposicaries.

Coreizen has been cofigured with the Following ilin: repositories: it

Search Cansole | | [ Find Zave ] ’ Clear ]
wrormagon | 1y wanins | @) crrors

Part: sc7ka2St-2FFg200  Design Enkry: Yerilog )

Figure 3-6: 7Series_MIG_Example_Design Project Page

7. The options screen in the CORE Generator tool displays the details of the selected
CORE Generator tool options that are selected before invoking the MIG tool

230

www.BD TEieom / XFENS

UG586

emory Interface Solutions

April 24, 2012


http://www.xilinx.com

& XILINX. Getting Started with the CORE Generator Tool

(Figure 3-7).

“J Xilinx Memory Interface Generator ===
REFERENCE Memory Interface Cenerator
DESIGN [1] The Memery Interface Generator (MIG) aeates memory controllers or Xiink FPGAs. MIG creates complete customizad Veriog or YHDL RTL source code, pin-
outand desion constraints for the FPGA selected, and scrpt fles for implementation znd simulation.
CORE Generator Options
This GUI indludes all corfigurable aptions along with explanations to sid n generaton of the required controlles, Piease note that some of the options select=d
in the CORE Generator Project Options will be usedin generation of the contraller. It s very mportant that the correct CORE Generator Project Opions are
selected. These optons are list=d below.
Selected CORE Generator Project Optiona:
M FPGA Family Virtex-7
emory FPGA Part wc T N00t-Fhg 1761
Speed Grade 2
Synthesis Tool IsE
Interface Desgn Entry
If any of these options are incorrect, please dlick on "Cancel”, change the CORE Generator Project Options, and restart MIG. This
Generator version of MIG is guaranteed to work with ISE 13.4, not tested with other ISE versions.

& XILINX.

Figure 3-7: 7 Series FPGA Memory Interface Generator Front Page

8. Click Next to display the Output Options page.
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MIG Output Options

1.

a component name in the Component Name field (Figure 3-8).

Choose the number of controllers to be generated. This option
replication of further pages.

Select the Create Design radio button to create a new memory controller design. Enter

determines the

Q Hilinx Memory Interface Generator

= Ho =)

REFERENCE MIG Qutput Options
DESIGN [ e ’

@ Create Design

simulation files.

() Verify Pin Changes and Update Design

Selecting this feature verifies the modified UCF for a design already generated through MIG. This option will
instantly. It updates the input UCF file to be compatible with the current version of MIG. While updating the
This option will also generate the new design with the Component Name you selected in this page.

Companent Name

Component Name  mig_7series
Multi-Controller
Up to maximum of & controllers with a combination of DDR3 SDRAM, DDR2 SDRAM, QDRIT+ SRAM or RLDRAI

information

Number of Controllers 1 |5

Interface A4 It
Enables the AXI4 interface. Only DDR3 SDRAM and DDR2 SDRAM controllers support AXI4 interface.
Generator A

& XILINX.

Select this option to generate a memory controller. Generating a memory controller will create RTL, design constraints (UCF), implementation and

Please specify the component name for the memory interface. The design directories will be generated under a drectory with this name. Three drectories
will be created "example_design”,User_desion” and "docs". The user_desian wil contain the generated memory interface. The example_design adds a
simple example application connected to the generated memory interface. Note that the Component Name will be prepended to all of the RTL files.

Memory controllers that can be accommodated may be limited by the data width and the number of banks available in device. Refer user quide for more

allow you to change the pin out and validate it
UCF it preserves the pin outs of the input UCF.

M II can be generated. The number of

[ < Back ][ Nexts ][ Cancel

Figure 3-8: MIG Output Options

UG586_c1_09_120311

MIG outputs are generated with the folder name <component name>.

Note: Only alphanumeric characters can be used for <component name>. Special characters
cannot be used. This name should always start with an alphabetical character and can end with

an alphanumeric character.

When invoked from XPS, the component name is corrected to be the IP instance name

from XPS.
Click Next to display the Pin Compatible FPGAs page.
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Getting Started with the CORE Generator Tool

Pin Compatible FPGAs

The Pin Compatible FPGAs page lists FPGAs in the selected family having the same

package. If the generated pinout from the MIG tool needs to be compatible with any of
these other FPGAs, this option should be used to select the FPGAs with which the pinout
has to be compatible (Figure 3-9).

* Xilinx Memony Interface Gensrator

REFERENCE
DESIGN EH

Memory Selection
Controller Options

AXI Parameter
Memory Options

FPGA Dptions

Extended FPGA Options
Bank Seleckion

System Signals Selection
Summary

Simulation Dptions

PCB Information

Design Notes

& XILINX

P'n Compathle FPGAS

Fin Cormpaable FGAs nolade al devicas wih the same package and speed grade 2= the targst device, Diffarant FPGS devices with the szme package do not
hive the sama bonded pins, By selecting An Compatible FPGAs, MIG wil anly select pirs thak are common betwasn the targes device and all sekactad devices.
Lz the defaulk LICF In the par folder For the target part IF e barget park £ changed, uss the sppropeiate UCF nthe compatible_ucf folder. IF 2 Pn
Compatible FPGA is not chosen now and later a different FPGA is needed to be used, the generated UCF may not work for the nevw
device and a hoard spinmay be required. A device & considered compatitle only if the packags 2nd speed orade mabches b the target part. MIS only
=rswres Brat MIG gererated pin cut is it he sekected icle FPGA devices, Lrseleck=d devices wil nck be corsider=d For compebibiity
during the pin sllacation process,

# blark kst indicates tat there are ma comeatible parts exist for the selected tarpst part and this page can be skpped,

Moba that differant parks in the same packaga wil hava dfferent incermal padage shew waloas, Da-rabe tha mnimum period sppropeiabaly n the Controler
Opticns page when diferent carts n tha ssme pachage e ussd, Consut the User Guide For more Informatian.

Target FFGA |u-<+|r|.r gb7E = |

Fin Competible FRGAs
= knkex?
[EE
[ rerrit-frgnns
[#] xerd6t-thasre
[ semezest-ogers

l < Back || Rk H Concel

Figure 3-9: Pin-Compatible 7 Series FPGAs

1. Select any of the compatible FPGAs in the list. Only the common pins between the
target and selected FPGAs are used by the MIG tool. The name in the text box signifies
the target FPGA selected.

2. Click Next to display the Memory Selection page.

7 Series FPGAs Memory IyterfageSiutbhd )| Iiipzegyy / XTI N X
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Creating the 7 Series FPGAs RLDRAM |l Memory Design

Memory Selection

This page displays all memory types that are supported by the selected FPGA family.

1. Select the RLDRAM II controller type.
2. Click Next to display the Controller Options page.

*J Xilinx Memory Inteiface Generator [F=n(E=h ==

REFERENCE Memory Selection

DESIGN [£] Select the type of memory interface. Please refer to the User Gude for a detaled list of supported cortrolers for each FPGA family. The ist below shows
currently avalable interface (s} for the specific FPGA and speed grace chosen.

Select the Controller Type:

"/ DDR3 SDRAM
(©) DDR2 SDRAM

") QDRIIt SRAM

<

Pin Compatible FPGAS
@ RLDRAMTI

< <

Controller Options
A Parameter
Memory Options 14
FPGA Options
Bxctended FPGA Options

10 Planning Options

Bank Selection

System Signals Selection
Summary

Simulation Options

PCB Information

& XILINX

o) o) e

Figure 3-10: Memory Selection Page
RLDRAM II designs currently do not support memory-mapped AXI4 interfaces.
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Controller Options

This page shows the various controller options that can be selected.

*J Xilinx Memory Inteiface Generator [F=n(E=h ==
REFERENCE Options for Controller 0 - RLDRAM II
DESIGN [1]
Clock Period: Chosse the dlack period for the desired frequancy. The allomed period range(2000 - 5000) & a DU T
function of the selected FEGA part and FPGA speed grade. Refe to the Lser Guide for more information =l| P i Z
The allowed period range is PRELTMIBARY: The final range will be listed ofter characierization.
Vecaux_jo: Vecaux_jo must be set to 20Vin the High Performance banks for the highest datarates, Veeaus_jo
1s not avallable In the Hgh Range banks. Mote that VCaUx_ia IS 0mmon to groups of banks. Cansult the 7 Seres 1.6V
Detashects and FPGA Select]O Resources User Guide for more information.
Pin Compatible FPGAS v Memory Part:Sekct the memory part. Part(s) marked with a waring symbal are ot compatile
with the frequency selection zbove. Find an eqivalert part o ceate 2 part Lsing the "Create .
nemory selecton ¥ Custom Part” button if the part needed & not listed here, The “Ceate Custom Part” feature s not [parasemse-15 -]
supported for RLDRAMII.
v Data Width: Select the Data Width. Parts marked with @ warning symbal are not compatible with the frequency C}
and memory part selected above. hd
AXI Parameter
Memory Options v Data Mask: Enble or dissble the generation of Data Mask (D} pins using this check box. This option can be
sekectable orly if the memory part selected has DM pins. Unchec this box to not use data masks and save FPGA V]
FPGA Options 1/0s thatare used for DM signals. ECC cesigns (DOR3SDRAM, DDR2 SORAM) willnot use Data Mask.
Extended FPGA Options
10 Planning Options
Bank Selection User Interface FIFO: Interfacing vith the FIFOs heips mprove febric tining whie iterfaang directy with e
contraller gives bwer stency.
System Signals Sclection
Summary
Simulation Options
PCB Information
Design Hates
v
Memory Details: 576Vb, %35, addrese: 20, with dats mask
- @
o] e o

Figure 3-11: Controller Options Page

* Frequency: This feature indicates the operating frequency for all the controllers. The

frequency block is limited by factors such as the selected FPGA and device speed

grade.

® Vccaux_io: Vccaux_io is set based on the period/frequency setting. 2.0V is required at
the highest frequency settings in the High Performance column. The MIG tool

automatically selects 2.0V when required. Either 1.8 or 2.0V can be used at lower

frequencies. Groups of banks share the Vccaux_io supply. See the 7 Series FPGAs
SelectIO Resources User Guide [Ref 1] for more information.

* Memory Part: This option selects the memory part for the design. Selections can be
made from the list, or if the part is not listed, a new part can be created (Create
Custom Part). RLDRAM II devices of read latency 2.0 and 2.5 clock cycles are
supported by the design. If a desired part is not available in the list, the user can

generate or create an equivalent device and then modify the output to support the

desired memory device.

e Data Width: The data width value can be selected here based on the memory part
selected. The MIG tool supports values in multiples of the individual device data

widths.

7 Series Fraas Memory wervvou B T Fieem /X ILIN X
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* Memory Details: The bottom of the Controller Options page. Figure 3-12 displays
the details for the selected memory configuration.
Memory Details: S7eMb, 36, address:20, with data mask
Figure 3-12: Selected Memory Configuration Details
Memory Options

This feature allows the selection of various memory mode register values, as supported by
the controller's specification (Figure 3-13).

Xilinx Memory |nterfac
REFERENCE Memory Options for Controller 0 - RLDRAM Ii
DESIGH [1]
Choose the Memary Options for the memory device. Memory Opion selecionsare resiriced o those supparied by the controller, Consult the memory vendor daia shee formore
Informatiarn,
Input Clock Period: Selectthe period forthie PLL inaut clock (CLKIN). MIG determines the allowatle input clock periods based on the Memory
Clock Period emered abowve and the docking guidelines listed in the User Guide. The generated design will use the selected Input Clock and 2222 ps (450.045 MH2) -
Memory Clock Periods o generate the required PLL parameters. F the required input clack period is not available, the Memory Clock Period : =
mustbe modifled
Burst Length
Determines the maximum number of memery lacaions that can be accessed for a given READ o WRITE command. Burstlength of value 2 s not supported. | 8 =
Pncompatble FPGAs
" v Address Mux
e In Multplexed address mode, the address can be provided In two parts on wo conseculive clock edges o the memory. This provides the advartage of e —
ETTET v needing only @ maximum of 11 addiess pins (o control the RLDRAM, on ety o hd
AXI Parameter mpedence Maxching
Internal will allow to add an internal Impedance (50 Ohms) at the output buffe:, “Extemar wil allow o add a extemalimpedance atthe output bufler Intermal =
L
e On-Die Termination
o Thisfeature alows o apply ntemal emination resistince ofthe memory modsle or ignils DQ and DM, This mproves the signal inegity ofthe memory [~ |
channel
10 Planning Options.
Rank Selection
System Signals Selection
Summnary
Simlation Options.
PCE information
Design Notes L3
-~ &
User Guide | | Version info <Back Next- Cancel |

Figure 3-13: Memory Options Page

The mode register value is loaded into the load mode register during initialization.

Input Clock Period: The desired input clock period is selected from the list. These
values are determined by the chosen memory clock period and the allowable limits of
the PLL parameters. See Clocking Architecture, page 259 for more information on the
PLL parameter limits.

Configuration: This option sets the configuration value associated with write and
read latency values. Available values of 1, 2, and 3 are controlled based on the selected
design frequency.

Burst Length: This option sets the length of a burst for a single memory transaction.
This option is a trade-off between granularity and bandwidth and should be
determined based on the application. Values of 4 and 8 are available.

Address Multiplexing: This option minimizes the number of address pins required
for a design, because the address is provided using less pins but over two consecutive
clock cycles. This option is not supported with a burst length of 2.
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3. Impedance Matching: This option determines how the memory device tunes its
outputs, either via an internal setting or using an external reference resistor connected
to the ZQ input of the memory device.

4. On-Die Termination: This option is used to apply termination to the DQ and DM
signals at the memory device during write operations. When set, the memory device
dynamically switches off ODT when driving the bus during a read command.

Click Next to display the FPGA Options page.

FPGA Options
Figure 3-14 shows the FPGA Options page.

“J Xilinx Memory Interface Generator ===

REFERENCE System Clock
DESIGN [1] o

Choose the desired irput clock configuration. Desian clock can be Differ ential or Single Ended.
System Clock Differential -

Reference Clode
Choose the desired refersnce dock configuration. Reference clock can be Differzntial or Single-Ended.
Reference Clock Differential -

Pin Compatible FPGAS v Debug Sanals Cortrol

This feature allows various debug agnale presentin the IP to be monitored on the ChipScope tool. The debug dgnals ndude status signals of varous PHY
calibration stages. Enabling this feature wil connect all the debug sigrals to the ChipScaps ILA ard VIO cores in the example design top moduie. A part of
€ach bus in the debug interface has been arounded so that users can replace the grounded sangls with the reuired sigrals.

<

Memory selection

Controller Options v

Debug Signals for Memory Controller oFF -

AXIParameter

Intemal vref
emory
M Options. v
Internal Vref can be used to allow the use of the Vref pins as normal 10 pins. This option can only be used at 800 Mbps and lower data rates. This can free
2ppins per bank where inputs are used. This setting has no effect on banks with only outputs.

FPGA Options Internal Vref
10 Planning Options
Bank Selection

System Signals Sclection
Summary

Simulation Options

PCB Information

& XILINX.

e ) O e

Figure 3-14: FPGA Options Page

e System Clock. This option selects the clock type (Single-Ended or Differential) for the
sys_clk signal pair.

¢ Reference Clock. This option selects the clock type (Single-Ended or Differential) for
the ref_clk signal pair.

* Debug Signals Control. This option (not available in the EDK flow) enables
calibration status and user port signals to be port mapped to the ChipScope™
analyzer modules in the design_top module. This helps in monitoring traffic on the
user interface port with the ChipScope analyzer. When the generated design is run in
batch mode using ise_flow.bat in the design’s par folder, the CORE Generator
tool is called to generate ChipScope analyzer modules (that is, NGC files are
generated). Deselecting the Debug Signals Control option leaves the debug signals
unconnected in the design_top module. No ChipScope analyzer modules are
instantiated in the design_top module and no ChipScope analyzer modules are

rsosrross womary e sou D) T F@eemm / X ILIN X
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generated by the CORE Generator tool. The debug port is always disabled for
functional simulations.

e Internal Vref Selection. Internal Vref can be used for data group bytes to allow the

use of the Vigg pins for normal I/O usage. Internal Vref should only be used for data
rates of 800 Mb/s or below.

Click Next to display the Extended FPGA Options page.

Extended FPGA Options
Figure 3-15 shows the Extended FPGA Options page.

* Xilinx Memony Interface Gensrator

REFERENCE Internal Termnation For Hah Rengs Banks
DESIGN EH
Select the inteemal barminacion (IM_TEAM) impedancs far the High Ramge (HR) barks, This sething acples enly to the HR banks used in e interface,
Internal Termination Impedance |5€| iy 1 w
RLORAM 1
pigtally Controled Inpedsnce (DCT)
The DCT (Digialy Controled Trpedance) 10 stardasds are applisd sppropriatelyin High Performance barks, Do and QkfokE signas oblze DT
stardards (HSTL_IT_DCT). DCT & ot gesd for the Address{control oucpor signake. Consult the Liser Guide for more information and use 1605 simulation
Pin Compatible FPGAS v to determice Hoe best bermination strateoy,
DCI for Data and Read Clocks [
Memaory Selection L
Controller Options ¥
AXI Parameter
Memory Options v
FPGA Dptions v
Bank Seleckion
System Signals Selection
Summary
Simulation Dptions
PCB Information
Design Notes
A 0]
(e | (et | [ ][ oo

Figure 3-15: Extended FPGA Options Page

¢ Digitally Controlled Impedance (DCI): When selected, this option internally
terminates the signals from the RLDRAM Il read path. DCI is available in the High
Performance Banks.

¢ Internal Termination for High Range Banks. The internal termination option can be
set to 40, 50, or 602 or disabled. This termination is for the RLDRAM II read path.
This selection is only for High Range banks.

Bank Selection

This feature allows the selection of bytes for the memory interface. Bytes can be selected for
different classes of memory signals, such as:

¢ Address and control signals

¢ Data Read signals
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¢ Data Write signals

For customized settings, click Deselect Banks and select the appropriate bank and
memory signals. Click Next to move to the next page if the default setting is used. To
unselect the banks that are selected, click the Deselect Banks button. To restore the
defaults, click the Restore Defaults button. Vccaux_io groups are shown for HP banks in
devices with these groups using dashed lines. Vccaux_io is common to all banks in these
groups. The memory interface must have the same Vccaux_io for all banks used in the
interface. MIG automatically sets the VCCAUX_IO constraint appropriately for the data
rate requested.

For devices implemented with SSI technology, the SLRs are indicated by a number in the
header in each bank, for example, SLR 1. Interfaces cannot span across Super Logic
Regions. Not all devices have Super Logic Regions.

.
1] M Merory ntedface _Eﬂg

REFERENCE Bank Selection For Controlier 0 - RLDRAM [T
prsics (1)

Select the byte graupa for the data and addresssmntrel n the arcitecturel view belaw, Data and Addess/Cantrel mustbe selected within Jvertical

banks. Theinterfecz canrot spen horizoataly. *Bank 14 and 15contsin configuration pins. MIG tries to avoid usage of these banks for
default configurations. If bank 14 or 15 s selected for your memory controller, LCF should be verified 1o ensure no conflicts with the
conalbgurAr o e PfmATen see LS 0 mank and B nies,
Sank selectionia restricted 1o High Performance Barke for higher dhis rates, Bark eelection is nade sequential o resources requinevent basis,
Addresa(Cortrols 26/28 @ Dotai 46/46 2
v HR Bar HP Jark [
SNSRI IR Bank 14 Signal 3els = Bark 34 Signal Sets
Memory Seicction v Byte Groug.. | Unassigned =| Syte Group... DE0-E] =
—E =
o v Byts Groug.. | Unassigned Byte Group., | P9-17]
Byts Growe... | Unacsignad = Dyte Graup...| DOJIE-26] =
erlime== Bytz Groug.. | Unassigned x|~ Byte Group... | DOLZT-35] =&
Ma: i v
S HR. Earic Hp dark
FFEA Oplicas ¥ Bank L] Signa Sets o Bark 33 Signal Seis &
- v Eyts G | Unacsignen < J Syt rup. | Ardressi -0 = ||
e Byte Groug.. | Unassigned - Byte Group... | Address/Cirl-1 -
e EyLe Groug.. | Unassigned x| Syle Group... AddressCul-2 -
Bytz Groug,.. | Unassigned - Byte Group... | Unassigned |-
Sy=tem Signals Scicction HH Eare Hedark =
S Bank L1 Signa Sets - Bark3Z Signal Sels
Byts Grovg.. | Unassigned ] Tyte Groug... | Unassignzd -
I Byt: Group.. | Unassigned - Byte Graup... | Unassignad -
D Infommation Eyts Groue... | Unazsignad = Byte Graup... | Unassignad =
hesign Kok Eytz Groug. . | Unassigned |- Byte Group... | Unassignad |- |
[=
DESel201 Banks | RESIre DEMUIS
Potes - Preceed Mexct for design generaton ar dick on Deselect Banks to have the manual selections,

& XILINX.

| eercuige [ wmonmn | | emee ][ mer || com

Figure 3-16: Bank Selection Page
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System Pins Selection

Figure 3-17 shows the System Pins Selection page.

. - | b
RETERECE Cyrtem Cignal Selecbon
et [ Select the systen pins below epprapriately far the inte face. Custonization of these pins can dl be made in the LCF after the design is generated, For more
information see UGS3S 3ark and Pin niles.
System Cock Pin Sdecion o
The sys_clk & used ac the system dodk for the memory interface. This signal should be connected to a low itter extemal codk source via a differsntial
AP} pair for best performance. This signal shoddbe in the addess/cenirol bank, butmay be pleezd n 2n adjacent bank if there are net enough pina
avaladie EUT &2 WIS ICINGa 5 DIt MEErfacein a eingie bark,
Signal Name Rank Number Pin Mumber |
Fin Lompatible FPaAS A 1 sys_cle_pn u b ||.\lC4,f|'-\:3CC_PM -
Nemory Sclection A4
Controller Opticn=s v
Reference CldkFin Seecton
AXT Parameter ¥
The dk_refinput iz used = the reference dods for the 10DEL8Y. Refer the ™7 Series FPGA SelectiO Resources Uter Guide™ for mare nfomiation. This
Hemory Dptions ¥ input can be generated intemally or can be comect=c toan exirnal cock source on a dock capeble differential (PN) pair
o (¥4 Signal Hamc Dank Humber Pim Humbrcr
- = 1 clk ref o'n | Selert Rank w ||No conneck =) =
10 Planning Options ¥
Bank Selection \d Stotus Sgnak
Thane signals may ba conraciad ntermaly ts othar lngic or braughtout te 3 pn.
»sys_pst Thisinput egnal s uged t resst the inerfacs
= = imit_calib_complete: This signd ndeat=s fal the inerfacs has comple ted calioraton =-d menory imtiakza ton andis ready for commands.
LOC canetraint wil be generated in UCF for Exanple deiign onfy boeed on "Tin Humber® adecionbebw,
Simulation Options * errer: Thie oot signal indcstes that the traffic geneator n the Example Desgn hee detaded a cats miaratc, The egral does not ewet n
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Figure 3-17: System Pins Selection Page

Select the pins for the system signals on this page. The MIG tool allows the selection of
either external pins or internal connections, as desired.

¢ sys_clk: This is the system clock input for the memory interface and is typically
connected to a low-jitter external clock source. Either a single input or a differential
pair can be selected based on the System Clock selection in the FPGA Options page
(Figure 3-14). The sys_clk input must be in the same column as the memory interface.
If this pin is connected in the same banks as the memory interface, the MIG tool
selects an I/O standard compatible with the interface, such as DIFF_HSTL _I or
HSTL_I If sys_clk is not connected in a memory interface bank, the MIG tool selects
an appropriate standard such as LVCMOS18 or LVDS. The UCF can be modified as
desired after generation.

¢ clk_ref: This is the reference frequency input for the IDELAY control. This is a
200 MHz input. The clk_ref input can be generated internally or connected to an
external source. A single input or a differential pair can be selected based on the
System Clock selection in the FPGA Options page (Figure 3-14). The I/O standard is
selected in a similar way as sys_clk above.

¢ sys_rst: This is the system reset input that can be generated internally or driven from
a pin. The MIG tool selects an appropriate I/O standard for the input such as
LVCMOS18 and LVCMOS25 for HP and HR banks, respectively.
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* init_calib_complete: This output indicates that the memory initialization and
calibration is complete and that the interface is ready to use. The init_calib_complete
signal is normally only used internally, but can be brought out to a pin if desired.

e tg compare_error: This output indicates that the traffic generator in the example
design has detected a data compare error. This signal is only generated in the example
design and is not part of the user design. This signal is not typically brought out to a
pin but can be, if desired.

Click Next to display the Summary page.

Summary

This page (Figure 3-18) provides the complete details about the memory core selection,
interface parameters, CORE Generator tool options, and FPGA options of the active

project.
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Figure 3-18: Summary Page

Click Next to move to PCB Information page.
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PCB Information

This page displays the PCB-related information to be considered while designing the
board that uses the MIG tool generated designs. Click Next to move to the Design Notes

page.
Design Notes

Click the Generate button to generate the design files. The MIG tool generates two output
directories: example_design and user_design. After generating the design, the MIG GUI
closes.

Finish

After the design is generated, a README page is displayed with additional useful
information.

Click Close to complete the MIG tool flow.

MIG Directory Structure and File Descriptions

This section explains the MIG tool directory structure and provides detailed output file
descriptions.

Output Directory Structure

The MIG tool places all output files and directories in a folder called <component name>,
where <component name> was specified on the MIG Output Options, page 232 of the
MIG design creation flow.
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Figure 3-19 shows the output directory structure for the memory controller design. There
are three folders created within the <component name> directory:

* docs
e example_design

¢ user_design

=l ) mig_7series_wl 2
) docs
= ) example_design
1) par
= 1) rH
I2) kraffic_gen
1) =i
1) synth
= ) user_design
= 1) rH
I clacking
I contraller
I ip_top
() phy
1) ui
1) wuck

Figure 3-19: MIG Directory Structure

Directory and File Contents

The core directories and their associated files are listed in this section.

<component name>/docs

The docs folder contains the PDF documentation.

<component name>/example design/

The example_design directory structure contains all necessary RTL, constraints, and script
files for simulation and implementation of the complete MIG example design with a test
bench. The optional ChipScope™ tool module is also included in this directory structure.

Table 3-1 lists the files in the example_design/rtl directory.

Table 3-1: Files in example_design/rfl Directory

Name Description

example_top.v This top-level module serves as an example for connecting the user
design to the 7 series FPGAs memory interface core.
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Table 3-2 lists the files in the example_design/rtl/traffic_gen directory.

Table 3-2: Modules in example_design/rtl/traffic_gen Directory

Name

Description

memc_traffic_gen.v/vhd

This is the top level of the traffic generator.

cmd_gen.v/vhd

This is the command generator. This module provides
independent control of generating the types of
commands, addresses, and burst lengths.

cmd_prbs_gen.v/vhd

This is a pseudo-random binary sequence (PRBS)
generator for generating PRBS commands, addresses,
and burst lengths.

memc_flow_vcontrol.v/vhd

This module generates flow control logic between the
memory controller core and the cmd_gen,
read_data_path,andwrite_data_pathmodules.

read_data_path.v/vhd

This is the top level for the read datapath.

read_posted_fifo.v/vhd

This module stores the read command sent to the
memory controller; its FIFO output is used to generate
expected data for read data comparisons.

rd_data_gen.v/vhd

This module generates timing control for reads and
ready signals tomcb_flow_control.v/vhd.

write_data_path.v/vhd

This is the top level for the write datapath.

wr_data_g.v/vhd

This module generates timing control for writes and
ready signals tomcb_flow_control.v/vhd.

s7ven_data_gen.v/vhd

This module generates different data patterns.

a_fifo.v/vhd

This is a synchronous FIFO using LUT RAMs.

data_prbs_gen.v/vhd

This is a 32-bit linear feedback shift register (LFSR) for
generating PRBS data patterns.

init_mem_ pattern_ctr.v/vhd

This module generates flow control logic for the traffic
generator.

traffic_gen_top.v/vhd

This module is the top level of the traffic generator and
comprises the memc_traffic_gen and
init_mem_pattern_ctr modules.

Table 3-3 lists the files in the example_design/sim directory.

Table 3-3: Files in example_design/sim Directory

Name Description
sim.do This is the ModelSim simulator script file.
sim_tb_top.v This file is the simulation top-level file.
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Table 3-4 lists the files in the example_design/par directory.

Table 3-4: Files in the example_design/par Directory

Name Description

example_top.ucf | This file is the UCF for the core of the example design.

create_ise.bat Double-click this file to create an ISE tool project. The generated ISE
tool project contains the recommended build options for the design.
To run the project in GUI mode, double-click the ISE tool project file
to open up the ISE tool in GUI mode with all project settings.

ise_flow.bat This script file runs the design through synthesis, build, map, and
par. It sets all required options. Refer to this file for the
recommended build options for the design.

rem_files.bat This batch file moves all the implementation files generated during
implementation.

set_ise_prop.tcl | List of properties to the ISE tool.

xst_options.txt | List of properties to the synthesis tool.

ila_cg.xco, XCO files for ChipScope modules to be generated when debug is
icon_cg.xco, enabled.
vio_cg.xco

Caution! The ise_flow.bat file in the par folder of the <component name> directory
contains the recommended build options for the design. Failure to follow the recommended build
options could produce unexpected results.

Table 3-5 lists the files in the example_design/synth directory.

Table 3-5: Files in the example_design/synth Directory

Name Description

example_top.prj | This file lists all the RTL files to be compiled by the XST tool.

example_top.lso | Custom library search order file for XST synthesis.

<component name>/user_design/

Table 3-6 lists the files in the user_design/rtl/controller directory.

Table 3-6: Files in user_design/rtl/controller Directory

Name Description

rld_mc.v This module implements the memory controller.
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Table 3-7 lists the files in the user_design/rtl/ui directory.

Table 3-7: Files in user_design/rtl/ui Directory

Name

Description

rld_ui_top.v | Thisis the top-level wrapper for the user interface.

interface.

rld_ui_wr.v This module generates the FIFOs used to buffer write data for the user

for the user interface.

rld_ui_addr.v | This module generates the FIFOs used to buffer address and commands

Table 3-8 lists the files in the user_design/rtl/phy directory.

Table 3-8: Files in user_design/rtl/phy Directory

Name

Description

rld_phy top.v

This is the top-level module for the physical
layer file.

rld_phy write_top.v

This is the top-level wrapper for the write path.

gdr_rld_phy_read_top.v

This is the top-level of the read path.

qgdr_rld_mc_phy.v

This module is a parameterizable wrapper
instantiating up to three I/O banks each with
four-lane PHY primitives.

rld_phy_write_init_sm.v

This module contains the logic for the
initialization state machine.

rld_phy_write_control_io.v

This module contains the logic for the control
signals going to the memory.

rld_phy_write_data_io.v

This module contains the logic for the data and
byte writes going to the memory.

gdr_rld_prbs_gen.v

This PRBS module uses a many-to-one feedback
mechanism for 2n sequence generation.

gdr_rld_phy ck_addr_cmd_delay.v

This module contains the logic to provide the
required delay on the address and control
signals.

gdr_rld_phy_ rdlvl.v

This module contains the logic for stage 1
calibration.

gdr_rld_phy read_stage2_cal.v

This module contains the logic for stage 2
calibration.

gdr_rld_phy read data_align.v

This module realigns the incoming data.

gdr_rld_phy_ read vld_gen.v

This module contains the logic to generate the
valid signal for the read data returned on the
user interface.

rld_phy byte_lane_map.v

This module handles the vector remapping
between the mc_phy module ports and the
user’s memory ports.
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Table 3-8: Files in user_design/rtl/phy Directory (Cont'd)

Name Description

gdr_rld_phy 4lanes.v This module is the parameterizable four-lane
PHY in an I/O bank.

gdr_rld_byte_lane.v This module contains the primitive
instantiations required within an output or
input byte lane.

qgdr_rld_byte_group_io.v This module contains the parameterizable I/O
logic instantiations and the I/O terminations
for a single byte lane.

Table 3-9 lists the files in the user_design/ucf directory.

Table 3-9: user_design/ucf Directory

Name Description

<component name>.ucf | This file is the UCF for the core of the user design.

Quick Start Example Design

Overview

After the core is successfully generated, the example design HDL can be processed
through the Xilinx implementation toolset.

Implementing the Example Design

The ise_flow.bat script file runs the design through synthesis, translate, map, and par,
and sets all the required options. See this file for the recommended build options for the
design.

Simulating the Example Design (for Designs with the Standard User
Interface)

The MIG tool provides a synthesizable test bench to generate various traffic data patterns
to the memory controller (MC). This test bench consists of a r1d_memc_ui_top wrapper,
a traffic_generator that generates traffic patterns through the user interface to a
rld_ui_top core, and an infrastructure core that provides clock resources to the
rld_memc_ui_top core. A block diagram of the example design test bench is shown in
Figure 3-20.
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sim_tb_top

Example Design

Traffic_gen_top
Parameter:
BEGIN_ADDR
END_ADDR
nCK_PER_CLK

error

\/

user_design_top

lodelay_cntrl

Infrastructure

rld_memc_ui_top
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user_cmd_en0/1
user_rd_cmd0/1
user_addr0/1
user_ba0/1
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user_wr_data0/1
user_wr_dmo0/1

user_afifo_empty
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Figure 3-20: Synthesizable Example Design Block Diagram
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Figure 3-21 shows the simulation result of a simple read and write transaction between the
tb_top and memc_intfc modules.

Read command /

Address is written as is accepted here
a data value to the FIFO

when user_cmd_en is

asserted and user_afifo_full

is not asserted. A write

command is accepted here.

Memory user interface
asserts user_rd_valid to
indicate valid data is
returning from memory.

Figure 3-21: User Interface Read and Write Cycle

Traffic Generator Operation

The traffic generator module contained within the synthesizable test bench can be
parameterized to create various stimulus patterns for the memory design. It can produce
repetitive test patterns for verifying design integrity as well as pseudo-random data
streams that model real-world traffic.

The user can define the address range through the BEGIN_ADDRESS and
END_ADDRESS parameters. The Init Memory Pattern Control block directs the traffic
generator to step sequentially through all the addresses in the address space, writing the
appropriate data value to each location in the memory device as determined by the
selected data pattern. By default, the test bench uses the address as the data pattern, but the
data pattern in this example design can be modified using vio_data_mode signals that can
be modified within the ChipScope analyzer.

When the memory has been initialized, the traffic generator begins stimulating the user
interface port to create traffic to and from the memory device. By default, the traffic
generator sends pseudo-random commands to the port, meaning that the instruction
sequences (R/W, R, W, etc.) and addresses are determined by PRBS generator logic in the
traffic generator module.

The read data returning from the memory device is accessed by the traffic generator
through the user interface read data port and compared against internally generated
“expect” data. If an error is detected (that is, there is a mismatch between the read data and
expected data), an error signal is asserted and the readback address, readback data, and
expect data are latched into the error_status outputs.

Modifying the Example Design

The provided example_top design comprises traffic generator modules and can be
modified to tailor different command and data patterns. A few high-level parameters can
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be modified in the example_top.v/vhd module. Table 3-10 describes these parameters.

Table 3-10: Traffic Generator Parameters Set in the example_top Module

Parameter

Parameter Description

Parameter Value

FAMILY

Indicates the family type.

The value of this parameter is “VIRTEX7”.

MEMORY_TYPE

Indicate the memory controller type.

Current support is DDR2 SDRAM, DDR3
SDRAM, QDRII+ SRAM, and RLDRAM II.

nCK_PER_CLK

This is the memory controller clock to
DRAM clock ratio.

This must be set to 2.

NUM_DQ_PINS

The is the total memory DQ bus width.

This parameter supports DQ widths from 8 to
a maximum of 72 in increments of 9. The
available maximum DQ width is frequency
dependent on the selected memory device.

MEM_BURST_LEN

This is the memory data burst length.

This must be set to 8.

MEM_COL_WIDTH

This is the number of memory column

This must be set to 10.

address bits.
DATA_WIDTH This is the user interface data bus For nCK_PER_CLK =2,
width. DATA_WIDTH = NUM_DQ_PINS * 4.
ADDR_WIDTH This is the memory address bus width.
MASK_SIZE This parameter specifies the mask This must be set to DATA_WIDTH/8.
width in the user interface data bus.
PORT_MODE Sets the port mode. Valid setting for this parameter is:

BI_MODE: Generate a WRITE data pattern
and monitor the READ data for comparison.

BEGIN_ADDRESS

Sets the memory start address
boundary.

This parameter defines the start boundary for
the port address space. The least-significant
bits [3:0] of this value are ignored.

END_ADDRESS

Sets the memory end address
boundary.

This parameter defines the end boundary for
the port address space. The least-significant
bits [3:0] of this value are ignored.

PRBS_EADDR_MASK_POS

Sets the 32-bit AND MASK position.

This parameter is used with the PRBS address
generator to shift random addresses down into
the port address space. The END_ADDRESS
value is ANDed with the PRBS address for bit
positions that have a “1” in this mask.
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Table 3-10: Traffic Generator Parameters Set in the example_top Module (Contd)

Parameter

Parameter Description

Parameter Value

CMD_PATTERN

This parameter sets the command
pattern circuits to be generated. For a
larger device, the CMD_PATTERN
can be set to “CGEN_ALL”. This
parameter enables all supported
command pattern circuits to be
generated. However, it is sometimes
necessary to limit a specific command
pattern because of limited resources in
a smaller device.

Valid settings for this signal are:

¢ CGEN_FIXED: The address, burst length,
and instruction are taken directly from the
fixed_addr_i, fixed_bl_i, and fixed_instr_i
inputs.

e CGEN_SEQUENTIAL: The address is
incremented sequentially, and the
increment is determined by the data port
size.

¢ CGEN_PRBS: A 32-stage linear feedback
shift register (LFSR) generates
pseudo-random addresses, burst lengths,
and instruction sequences. The seed can be
set from the 32-bit cmd_seed input.

e CGEN_ALL (default): This option turns on
all of the options above and allows
addr_mode_i, instr_mode_i,and bl_mode_i
to select the type of generation during run
time.
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Table 3-10: Traffic Generator Parameters Set in the example_top Module (Contd)

Parameter

Parameter Description

Parameter Value

DATA_PATTERN

This parameter sets the data pattern
circuits to be generated through rtl
logic. For larger devices, the
DATA_PATTERN can be set to
“DGEN_ALL”, enabling all supported
data pattern circuits to be generated.
In hardware, the data pattern is
selected and/or changed using
vio_data_value_mode. The pattern
can only be changed when
DATA_PATTERN is set to
DGEN_ALL.

Valid settings for this parameter are:

e ADDR (default): The address is used as a
data pattern.

¢ HAMMER: All 1s are on the DQ pins
during the rising edge of DQS, and all 0s are
on the DQ pins during the falling edge of
DQS.

¢ WALKING1: Walking 1s are on the DQ pins
and the starting position of 1 depends on
the address value.

¢ WALKINGO: Walking 0s are on the DQ pins
and the starting position of 0 depends on
the address value.

¢ NEIGHBOR: The Hammer pattern is on all
DQ pins except one. The address
determines the exception pin location.

¢ PRBS: A 32-stage LFSR generates random
data and is seeded by the starting address.

¢ DGEN_ALL: This option turns on all
available options:

0x1: FIXED - 32 bits of fixed_data.

0x2: ADDRESS - 32 bits address as data.
0x3: HAMMER

0x4: SIMPLES - Simple 8 data pattern that
repeats every 8 words.

0x5: WALKING1s - Walking 1s are on the
DQ pins.

0x6: WALKINGOs - Walking Os are on the
DQ pins.

0x7: PRBS - A 32-stage LFSR generates
random data. This mode only works with
either a PRBS address or a SEQUENTIAL
address pattern.

0x9: SLOW HAMMER - This is the slow
MHz hammer data pattern.

OxF: PHY_CALIB pattern - OxFF, 00, AA, 55,
55, AA, 99, 66. This mode only generates
READ commands at address zero.

CMDS_GAP_DELAY

This parameter allows pause delay
between each user burst command.

Valid values: 0 to 32.

SEL_VICTIM_LINE

Select a victim DQ line whose state is
always at logic High.

This parameter only applies to the Hammer
pattern. Valid settings for this parameter are 0
to NUM_DQ_PINS.

When value = NUM_DQ_PINS, all DQ pins
have the same Hammer pattern.
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Table 3-10: Traffic Generator Parameters Set in the example_top Module (Contd)

Parameter Parameter Description Parameter Value
EYE_TEST Force the traffic generator to only Valid settings for this parameter are “TRUE”
generate writes to a single location, and “FALSE”.
and no read transactions are When set to “TRUE”, any settings in
generated. vio_instr_mode_value are overridden.

Note: The traffic generator might support more options than are available in the FPGA memory controller. The settings must match
supported values in the memory controller.

The command patterns instr_mode_i, addr_mode_i, bl_mode_i, and data_mode_i of the
traffic_gen module can each be set independently. The provided init_mem_pattern_ctr
module has interface signals that allow the user to modify the command pattern in real
time using the ChipScope analyzer virtual I/O (VIO).

This is the varying command pattern:
1. Set vio_modify_enable to 1.
2. Set vio_addr_mode_value to:
1: Fixed_address.
2: PRBS address.
3: Sequential address.
3. Setvio_bl_mode_value to:
1: Fixed bl.

2: PRBS bl. If bl_mode value is set to 2, the addr_mode value is forced to 2 to generate
the PRBS address.

4. Setvio_data_mode_value to:

0: Reserved.
1: FIXED data mode. Data comes from the fixed_data_i input bus.
2: DGEN_ADDR (default). The address is used as the data pattern.

3: DGEN_HAMMER. All 1s are on the DQ pins during the rising edge of DQS, and all
Os are on the DQ pins during the falling edge of DQS.

4: DGEN_NEIGHBOR. All 15 are on the DQ pins during the rising edge of DQS except
one pin. The address determines the exception pin location.

5: DGEN_WALKINGI1. Walking 1s are on the DQ pins. The starting position of 1
depends on the address value.

6: DGEN_WALKINGO0. Walking 0s are on the DQ pins. The starting position of 0
depends on the address value.

7: DGEN_PRBS. A 32-stage LFSR generates random data and is seeded by the starting
address. The PRBS data pattern only works together with a PRBS address or a
sequential address.
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Core Architecture

Overview

Figure 3-22 shows a high-level block diagram of the RLDRAM II memory interface
solution. This figure shows both the internal FPGA connections to the client interface for
initiating read and write commands, and the external interface to the memory device.
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Figure 3-22: High-Level Block Diagram of RLDRAM Il Interface Solution
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User Design

The core is composed of these elements, as shown in Figure 3-23:

Client Interface
Memory Controller
Physical Interface
Read Path

Write Path
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Physical Interface — —
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| —» user_wr_data0/1
| user_wr_dmo0/1
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-+—— user_afifo_aempty
|l «— user_afifo_full
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Figure 3-23: Components of the RLDRAM Il Memory Interface Solution

The client interface (also known as the user interface) uses a simple protocol based entirely
on SDR signals to make read and write requests. Refer to Client Interface for more details
describing this protocol.

The memory controller takes commands from the user interface and adheres to the
protocol requirements of the RLDRAM II device. Refer to Memory Controller, page 263 for

more details.

The physical interface generates the proper timing relationships and DDR signaling to
communicate with the external memory device, while conforming to the RLDRAM II
protocol and timing requirements. Refer to Physical Interface, page 260 for more details.

Within the PHY, logic is broken up into read and write paths. The write path generates the
RLDRAM II signaling for generating read and write requests. This includes clocking,
control signals, address, data, and data mask signals. The read path is responsible for
calibration and providing read responses back to the user with a corresponding valid
signal. Refer to Calibration, page 268 for more details describing this process.

7 Series FPGAs Memory
UG586 April 24, 2012

wervBD T ECizom/XILIN X

255


http://www.xilinx.com

Chapter 3: RLDRAM Il Memory Interface Solution

& XILINX.

Client Interface

The client interface connects the 7 series FPGA user design to the RLDRAM II memory
solutions core to simplify interactions between the user and the external memory device.

Command Request Signals

The client interface provides a set of signals used to issue a read or write command to the
memory device. These signals are summarized in Table 3-11 and are listed assuming
four-word or eight-word burst architectures.

Table 3-11: Client Interface Request Signals

Signal

Direction

Description

user_cmd_en0

Input

Command Enable. This signal issues a
read or write request and indicates that
the corresponding command signals are
valid.

user_rd_cmdO

Input

Read Command. This signal issues a read
request. When user_cmd_en0 is asserted,
this signal is active High for a read
command and active Low for a write
command.

user_addrO[ADDR_WIDTH - 1:0]

Input

Command Address. This is the address to
use for a command request. It is valid
when user_cmd_en is asserted.

user_baO[BANK_WIDTH - 1:0]

Input

Command Bank Address. This is the
address to use for a write request. It is
valid when user_cmd_en is asserted.

user_wr_en

Input

Write Data Enable. This signal issues the
write data and data mask. It indicates that
the corresponding user_wr_* signals are
valid.

user_wr_dataO[DATA_WIDTH - 1:0]

Input

Write Data 0. This is the data to use for a
write request and is composed of the rise
and fall data concatenated together. It is
valid when user_wr_en is asserted.

user_wr_datal[DATA_WIDTH - 1:0]

Input

Write Data 1. This is the data to use for a
write request and is composed of the rise
and fall data concatenated together. It is
valid when user_wr_en is asserted.

user_wr_dmO[NUM_DEVICES - 1:0]

Input

Write Data Mask 0. When active High, the
write data for a given selected device is
masked and not written to the memory. It
is valid when user_wr_en is asserted.

user_wr_dm1[NUM_DEVICES - 1:0]

Input

Write Data Mask 1. When active High, the
write data for a given selected device is
masked and not written to the memory. It
is valid when user_wr_en is asserted.

user_afifo_empty

Output

Address FIFO empty. If asserted, the
command buffer is empty.
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Table 3-11: Client Interface Request Signals (Contd)

Signal

Direction

Description

user_wdfifo_empty

Output

Write Data FIFO empty. If asserted, the
write data buffer is empty.

user_afifo_full

Output

Address FIFO full. If asserted, the
command buffer is full, and any writes to
the FIFO are ignored until deasserted.

user_wdfifo_full

Output

Write Data FIFO full. If asserted, the write
data buffer is full, and any writes to the
FIFO are ignored until deasserted.

user_afifo_aempty

Output

Address FIFO almost empty. If asserted,
the command buffer is almost empty.

user_afifo_afull

Output

Address FIFO almost full. If asserted, the
command buffer is almost full.

user_wdfifo_aempty

Output

Write Data FIFO almost empty. If
asserted, the write data buffer is almost
empty.

user_wdfifo_afull

Output

Write Data FIFO almost full. If asserted,
the Write Data buffer is almost full.

user_rd_valid0

Output

Read Valid 0. This signal indicates that
data read back from memory is available
on user_rd_data0 and should be
sampled.

user_rd_valid1

Output

Read Valid 1. This signal indicates that
data read back from memory is available
on user_rd_datal and should be
sampled.

user_rd_dataO[DATA_WIDTH - 1:0]

Output

Read Data 0. This is the data read back
from the read command.

user_rd_datal[DATA_WIDTH - 1:0]

Output

Read Data 1. This is the data read back
from the read command.

init_calib_complete

Output

Calibration Done. This signal indicates
back to the user design that read
calibration is complete and requests can
now take place.
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Interfacing with the Core through the Client Interface

The client interface protocol is shown in Figure 3-24 for the four-word burst architecture.

ClK__ & ] 1 ¢_|_¢ [ L

user_cmd_en0 | : | | [
user_rd_cmd0 Write : Write : IT:I Write :
user_addr0 X A0 : X Al : X A2 : X A3 : X
user_ba0 X BAO : X BA1 : X BA2 : X BA3 : X
user_wr_en [ ; ; |—:_,—:_|—
user_wr_data0 X {rise0, fallo} ' X {rise2, fall2} ' X ' X {rise4, fall4} ' X
user_wr_data1 X {rise1,fal|1}: Y Trises, faIIS}: X : Y Trises, fall5} : )4
user_wr_dmoO X rise0, fallo} : X Arise2, fall2} : X : X rise4, fall4} : X
user_wr_dm1 X Hriset, fall1} : X A{rise3, fall3} : X : X Hrise5, falls} T X

|
1
UG586_c3_45_042611

Figure 3-24: Client Interface Protocol (Four-Word Burst Architecture)

Before any requests can be accepted, the ui_clk_sync_rst signal must be deasserted Low.
After the ui_clk_sync_rst signal is deasserted, the user interface FIFOs can accept
commands and data for storage. The user_cal_done signal is asserted after the memory
initialization procedure and PHY calibration are complete, and the core can begin to
service client requests.

A command request is issued by asserting user_cmd_en0 as a single cycle pulse. At this
time, the user_rd_cmd0, user_addr0, and user_ba0 signals must be valid. To issue a read
request, user_rd_cmd0 is asserted active High, while for a write request, user_rd_cmdO0 is
kept Low. For a write request, the data is to be issued in the same cycle as the command by
asserting the user_wr_en signal High and presenting valid data on user_wr_data0,
user_wr_datal, user_wr_dm0, and user_wr_dm]l. For an eight-word burst architecture, an
extra cycle of data is required for a given write command, as shown in Figure 3-25. Any
gaps in the command flow required can be filled with read commands, if desired.

258

www. BD T E€Cieegm / XFETNXemor inertece solutions


http://www.xilinx.com

& XILINX.

Core Architecture

user_cmd_en0

clK _§ 1 t | ? | ? | f
I I I
| l
| I

[ } [
|
|

}
|
| | | | |

user_rd_cmd0 : 1st Write lWI 2ndWr|te| M 3rdWr|te: K—X
user_addr0 X : X AO : X Al : X A2 | X : X A3 : X X
user_ba0 X : X BAO : X BAT : X BA2 : X : X BA3 : X X
user_wren ____ | ; ; ; ; ; ; |
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|
Data for

3rd Write

|
Data for

2nd Write

|
Data for

1st Write
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Figure 3-25: Client Interface Protocol (Eight-Word Burst Architecture)

When a read command is issued some time later (based on the configuration and latency of
the system), the user_rd_vld0 signal is asserted, indicating that user_rd_data0 is now
valid, while user_rd_vld1 is asserted indicating that user_rd_datal is valid, as shown in
Figure 3-26. The read data should be sampled on the same cycle that user_rd_vld0 and
user_rd_vld1 are asserted because the core does not buffer returning data. This
functionality can be added in by the user, if desired.

CLK _1 | ? | f | ? | ? | f | ?_|_
user_rd_valido __ | | I [ | I I |
user_rd_valid1 I_| : : |—:,—I_|—:,—|L|—
user_rd_data0 : X rise 0, faIIOI} X {rise2, fall2}| X : X {rise4, fa||4} X Hrises, fall6}l X : X
user_rd_data1 : X {rise1,fal|1)| X {rises, faua)I X : X {rises, faus} X | X {rise7, faII7}I X

|

UG586_c3_47_042611

Figure 3-26: Client Interface Protocol Read Data

Clocking Architecture

The PHY design requires that a PLL module be used to generate various clocks. Both
global and local clock networks are used to distribute the clock throughout the design.

The clock generation and distribution circuitry and networks drive blocks within the PHY
that can be divided roughly into four separate general functions:

¢ Internal FPGA logic

e Write path (output) logic

® Read path (input) and delay logic
e IDELAY reference clock (200 MHz)
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One PLL is required for the PHY. The PLL generates the clocks for most of the internal
logic, the input clocks to the phasers, and a synchronization pulse required to keep the
PHASER blocks synchronized in a multi-I/O bank implementation.

The PHASER blocks require three clocks, a memory reference clock, a frequency reference
clock and a phase reference clock from the PLL. The memory reference clock is required to
be at the same frequency as that of the RLDRAM Il interface clock. The frequency reference
clock must be either 2x or 4x the memory clock frequency such that it meets the frequency
range requirement of 400 MHz to 1066 MHz. The phase reference clock is used in the read
banks, and is generated using the memory read clock (CQ/CQ#) routed internally and
provided to the Phaser logic to assist with data capture.

The internal fabric clock generated by the PLL is clocked by a global clocking resource at
half the frequency of the RDRAM II memory frequency.

A 200 MHz IDELAY reference clock must be supplied to the IDELAYCTRL module. The
IDELAYCTRL module continuously calibrates the IDELAY elements in the I/O region to
account for varying environmental conditions. The IP core assumes an external clock
signal is driving the IDELAYCTRL module. If a PLL clock drives the IDELAYCTRL input
clock, the PLL lock signal needs to be incorporated in the rst_tmp_idelay signal inside the
IODELAY_CTRL module. This ensures that the clock is stable before being used.

Table 3-12 lists the signals used in the infrastructure module that provides the necessary
clocks and reset signals required in the design.

Table 3-12: Infrastructure Clocking and Reset Signals

Signal Direction Description
mmem_clk Input System clock input
sys_rst Input Core reset from user application
iodelay_ctrl_rdy | Input IDELAYCTRL lock status
clk Output Half frequency fabric clock
mem_refclk Output PLL output clock at same frequency as the memory clock
freq_refclk Output PLL output clock to provide the FREQREFCLK input to the

Phaser. The freq_refclk is generated such that its frequency in
the range of 400 MHz - 1066 MHz

sync_pulse Output PLL output generated at 1/16 of mem_Refclk and is a
synchronization signal sent to the PHY hard blocks that are
used in a multi-bank implementation

pll_locked Output Locked output from PLLE2_ADV
rstdiv0 Output Reset output synchronized to internal fabric half-frequency
clock.

rst_phaser_ref | Output Reset for the Phaser in the Physical Layer.

Physical Interface

The physical interface is the connection from the FPGA memory interface solution to an
external RLDRAM II device. The I/O signals for this interface are defined in Table 3-13.
These signals can be directly connected to the corresponding signals on the RLDRAM II
device.
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Table 3-13: Physical Interface Signals

Signal Direction Description

System Clock CK. This is the address/command clock

rldii_ck_p Output to the memory device.

System Clock CK#. This is the inverted system clock to

ridii_ck_n Output the memory device.
rldii_dk_p Output er’Fe Clock DK. This is the write clock to the memory
device.
rldii_dk n Output Write Clock I?K#. This is the inverted write clock to the
memory device.
rldii_a Output Addre.ss. This is the address supplied for memory
operations.
r1dii_ba Output Bank Address. Thls is the bank address supplied for
memory operations.
rldii_cs.n Output Chip Selgct CS#. This is the active-Low chip select
control signal for the memory.
. Write Enable WE#. This is the active-Low write enable
rldii_we_n Output .
control signal for the memory.
. Refresh REF#. This is the active-Low refresh control
rldii_ref n Output

signal for the memory.

Data Mask DM. This is the active-High mask signal,
rldii_dm Output driven by the FPGA to mask data that a user does not
want written to the memory during a write command.

Data DQ. This is a bidirectional data port, driven by
the FPGA for writes and by the memory for reads.

Read Data Valid QVLD. This signal indicates that the
data on the rld_dq bus is valid.

rldii_dq Input/Output

rldii_qvld Input

Read Clock QK. This is the read clock returned from
the memory edge aligned with read data on rld_dq.
This clock (in conjunction with QK#) is used by the
PHY to sample the read data on rld_dq.

Read Clock QK#. This is the inverted read clock
returned from the memory. This clock (in conjunction
with QK) is used by the PHY to sample the read data
onrld_dq.

rldii_gk_p Input

rldii_gk_n Input
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CLK
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Figure 3-27 shows the timing diagram for a typical configuration 3, burst length of four
with commands being sent to the PHY from a controller. After cal_done is asserted, the
controller begins issuing commands. A single write command is issued by asserting the cs0
and we0 signals (with ref0 being held Low) and ensuring that addr0 and ba0 are valid.
Because this is a burst length of four configuration, the second command that must be
issued is a No Operation (NOP), that is, all the control signals (cs1, wel, refl) are held Low.
Two clock cycles later, the wr_en0/1 signals are asserted, and the wr_data0/1 and
wr_dmO0/1 signals are valid for the given write command. In this same clock cycle, a single
read command is issued by asserting cs0 (with we0 and ref0 being held Low) and placing
the associated addresses on addr0 and ba0. Two refresh commands are issued by asserting
cs0/1, ref0/1, and ba0/1. The refresh commands can be issued in the same clock cycle as
long as the memory banking rules are met.

Comr’ggnd =~ Switch the bus_»Co?nerﬁgnd Cgrenf;relggd

_ L L L L L

XD LTINS I T I

—~— T O
- e TN | | | | |
- ‘e | | | | | | | |
ey ! ! ! ! ! ! i !
Soo
XX XX R X XX A XX XX
XX X X X X X X X XX
XX XX BRI X XX B XX R XX
XXX X X X X X XX
| | | j+——+4 Clocks 44~ } | I\ |
I B N
XXX XX XX XXX
XX XX XXX X G XXX
XX X T XX T XX X am XXX
XX XXX XX Xam X XX
| | | | | | |
| | | | | | |

UG586_c3_48_042611

Figure 3-27: PHY-Only Interface for Burst Length 4, Configuration 3, and Address Multiplexing OFF

The controller sends the wr_en0/1 signals and data at the necessary time based on the
configuration setting. This time changes depending on the configuration. Table 3-14 details
when the wr_en0/1 signals should be asserted with the data valid for a given
configuration. If address multiplexing is used, the PHY handles rearranging the address
signals and outputting the address over two clock cycles rather than one.
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Table 3-14: Command to Write Enable Timing

Command to Write

Address Multiplexing Configuration Enable (Clock Cycles)

ON 3

OFF

LN =] QW N =
WL N O]

Notes:
1. Shown in Figure 3-26.

The wr_en0/1 signals are required to be asserted an extra clock cycle before the first
wr_en0/1 signal is asserted, and held for an extra clock cycle after deassertion. This
ensures that the shared bus has time to change from read to write and from write to read.
The physical layer has a requirement of two clock cycles of no operation (NOP) when
transitioning from a write to a read, and from a read to a write. This two clock cycle
requirement depends on the PCB and might need to be increased for different board
layouts.

Memory Controller

The memory controller enforces the RLDRAM II access requirements and interfaces with
the PHY. The controller processes commands in order, so the order of commands presented
to the controller is the order in which they are presented to the memory device.

The memory controller first receives commands from the user interface and determines if
the command can be processed immediately or needs to wait. When all requirements are
met, the command is placed on the PHY interface. For a write command, the controller
generates a signal for the user interface to provide the write data to the PHY. This signal is
generated based on the memory configuration to ensure the proper command-to-data
relationship. Auto-refresh commands are inserted into the command flow by the controller
to meet the memory device refresh requirements.

For CIO devices, the data bus is shared for read and write data. Switching from read
commands to write commands and vice versa introduces gaps in the command stream due
to switching the bus. For better throughput, changes in the command bus should be
minimized when possible.

PHY Architecture

The PHY consists of dedicated blocks and soft calibration logic. The dedicated blocks are
structured adjacent to one another with back-to-back interconnects to minimize the clock
and datapath routing necessary to build high-performance physical layers.

Some of the dedicated blocks that are used in the RLDRAM II PHY and their features are
described below:

® [/Os available within each FPGA bank are grouped into four byte groups, where each
byte group consists of up to 12 1/0Os.
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e PHASER_IN/PHASER_OUT blocks are available in each byte group and are
multistage programmable delay line loops that can provide precision phase
adjustment of the clocks. Dedicated clock structures within an I/O bank, referred to as
byte group clocks, generated by the PHASERSs help minimize the number of loads
driven by the byte group clock drivers.

e OUT_FIFO and IN_FIFO are shallow eight-deep FIFOs available in each byte group
and serve to transfer data from the fabric domain to the I/O clock domain.
OUT_FIFOs are used to store output data and address/controls that need to be sent to
the memory while IN_FIFOs are used to store captured read data before transfer to
the fabric.

Pinout Requirements, page 277 explains the rules that need to be followed when placing
the memory interface signals inside the byte groups.

Address/control bank
RLDRAM I Interface 5 4 L > o
— = WREN 1 OUT_FIFOs
CLK L) (AREN 5
PRE_FIFO wok Z 5 4 rld_ck/cki#
I E 2
‘— rld_cs_n
| I T—‘
9 OLOGIC 10B
o OCLKDIV rid_we_n
. § LK OLOGIC rst (OSERDES) —'\
rld_phy_write_top l aeroLk ook rid_ref_n
a V
PHASER_
I OUT PHY rid_a/ba >
mc_commands I JP— ctlbus.
commands — I
mc_address/ba > PHY_CNTRL_
BLOCK
address/ba I
mc_wrdata/dm/ > data/dm/ X
3-state wrafistaxem | Write/Read data bank
D Q D
| I Y] OUT_FIFOs Hd_dq
LK F————wReN 2 <
Initialization PRE FIFO i wok g 2 'Q
and calibration - [ S
command
rld_dm
sequencer I OCLKDIV -
A « OLOGIC ot OLOGIC N 'oB
I (OSERDES) rid_dk/dk#
FREOHEFREASER_ OCLK
I OUT_PHY [ 5\ kpeLaveD rld_qk/qk#
phy_read_top
user_rd_data : LK ctl bus
Read leveling I PHY CNTRL
stagel BLOCK
user_rd_valid I
N Q D| \ Q
Stage?2 calibration oo l IN_FIFOs °
and data valid « } e
) : x
signal generation POST FIFO I 1o 3 WREN f— 1
I ILOGIC
(IDELAY/
A MEMREFCLK :S;Z?;vml SERRES) \_
l FREQREFCLK ICLK
PHASEREFCLK LK
| PHASER_IN|
Sync_in I
System Clock
Phy_clk
System Reset Clock and Reset v |
Generation block MEM_REFCLK 7BUF}S |
FREQ_REFCLK | N
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Figure 3-28: High-Level PHY Block Diagram of the RLDRAM Il Interface Solution
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Write Path

The write path to the RLDRAM Il includes the address, data, and control signals necessary
to execute any memory operation. The control strobes rldii_cs_n, rldii_we_n, and
rldii_ref n, and addresses rldii_a and rldii_ba to the memory all use SDR formatting. The
write data values rldii_dq and rldii_dm also utilize DDR formatting to achieve the
required four-word or eight-word burst within the given clock periods.

Output Architecture

The output path of the RLDRAM II interface solution uses OUT_FIFOs,
PHASER_OUT_PHY, PHY_CNTRL, and OSERDES primitives available in 7 series FPGAs.
These blocks are used for clocking all outputs of the PHY to the memory device.

The PHASER_OUT_PHY block provides the clocks required to clock out the outputs to the
memory. It provides synchronized clocks for each byte group, to the OUT_FIFOs and to the
OSERDES/ODDR. PHASER_OUT_PHY generates the byte clock (OCLK), the divided
byte clock (OCLKDIV), and a delayed byte clock (OCLK_DELAYED) for its associated byte
group. The byte clock (OCLK) is the same frequency as the memory interface clock and the
divided byte clock (OCLKDIV) is half the frequency of the memory interface clock. The
byte clock (OCLK) is used to clock the Write data (DQ), Data Mask (DM), Address,
controls, and system clock (CK/CK#) signals to the memory from the OSERDES/ODDR.
The PHASER_OUT_PHY output, OCLK_DELAYED, is a 90-degree phase-shifted output
with respect to the byte clock (OCLK) and is used to generate the write clock (DK/DK#) to
the memory. Figure 3-29 shows the alignment of the various clocks and how they are used
to generate the necessary signal alignment.

OCLK_DELAYED

OSERDES output
clocked with OCLK

shifted OCLK
Address/
Control CK/CK#
Byte Lane
Address/
Control

OCLK_DELAYED

Data Byte

Lane DK/DK#

Write Data/DM

UG586_c3_05_042711

Figure 3-29: Write Path Output Alignment
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OCLK_DELAYED generates a center-aligned clock for DDR write data but it does not
produce an ideal alignment for SDR address/control signals. For this reason, OCLK is
used to generate CK/CK#, and the address/control byte lanes are shifted so that the OCLK
of these byte lanes are aligned with the OCLK_DELAYED of write data banks. For certain
frequencies a one-time calibration is performed for OCLK_DELAYED to ensure reliable
write operations. See Calibration for details.

The OUT_FIFO serves as a temporary buffer to convert the write data from the fabric
domain to the PHASER clock domain, which clocks out the output data from the I/O logic.
The OUT_FIFO runs in asynchronous mode, with the read and write clocks running at the
same frequency yet an undetermined phase. A shallow, synchronous PRE_FIFO drives the
OUT_FIFO with continuous data from the fabric in an event of a flag assertion from the
OUT_FIFO, which might potentially stall the flow of data through the OUT_FIFO. The
clocks required for operating the OUT_FIFOs and OSERDES are provided by
PHASER_OUT_PHY.

The clocking details of the write paths using PHASER_OUT_PHY are shown in
Figure 3-30. The PHY Control block is used to ensure proper startup of all
PHASER_OUT_PHY blocks used in the interface.

Q N g?gfg} QO[3:0]
Output data to a D > D2[3;O] g;zgi
byte group sz Q3[3;0]
D40l Q4[3:0]
PRE_FIFO N D5[7:0] Qs[7:0] OSERDES O/P to
N y memory
Write_enable — o] WREN V| pet:al OUT_FIFO Q8[7:0] (ridii_dq,ridii_dm)
from fabric xp7sol Q7[3:0]
3] pets:l Q8[3:0]
CLK ¥| Do[3:0] Q9[3:0] Wri;?eti::;l;st
WREN RST (rdi_dk/ridii_dk#)
o RDCLK OLOGIC ——
Phy_clk 22 ADEN (OSERDES/
WRCLK FULL —‘ ODDR)
Of_full
Of_rd_en
OSERDESRST]
From PLL —1 MEMREFCLK RDENABLE
From PLL — ] FREQREFCLK ocLKDIY
From Initialization Logic — | FINEENABLE OCLKDELAYED
From Initialization Logic —P~P~P—| FINEINC BURSTPENDINGPHY
rst—p PP RST PHASER_OUT_PHY
L .| CLKIN LOCKED
N | RST
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17 IRESIE REFDLLLOCK
~«—PP—PHYCTLALMOSTFULL
| T?/Trorp ~<—-P——PHYCTLFULL OUTBURSTPENDING
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Logic MEMRERCLK | PHYCTLMSTREMPTY [«— " H T
PHYCLK PHYCTLEMPTY |—»  To other
phy_control
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Figure 3-30: Write Path Block Diagram of the RLDRAM Il Interface Solution
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Core Architecture

The OSERDES blocks available in every I/O simplifies generation of the proper clock,
address, data, and control signaling for communication with the memory device. The flow
through the OSERDES uses two different input clocks to achieve the required functionality.
Data input ports D1/D2 or D3 /D4 are clocked in using the clock provided on the CLKDIV
input port, and then passed through a parallel-to-serial conversion block. The OSERDES is
used to clock all outputs from the PHY to the memory device. Upon exiting the OSERDES,
all output signals must be presented center-aligned with respect to the generated clocks
(CK/CK# for address/control signals, DK/DK# for data and data mask). For this reason,
the PHASER_OUT_PHY block is also used in conjunction with the OSERDES to achieve
center alignment.

Read Path

The read path includes data capture using the memory-provided read clocks and also
ensures that the read clock is centered within the data window for good margin during
data capture. Before any read can take place, calibration must occur. Calibration is the main
function of the read path and needs to be performed before the user interface can start
transactions to the memory.

Data Capture

Figure 3-31 shows a high-level block diagram of the path the read clock and the read data
take from entering the FPGA until given to the user. The read clock bypasses the ILOGIC
and is routed through PHASERs within each byte group through multiregion BUFMRs.
The BUFMR output can drive the PHASEREFCLK inputs of the PHASERs in the
immediate bank and also the PHASERs available in the bank above and below the current
bank. The PHASER generated byte group clocks (ICLK and ICLKDIV) are then used to
capture the read data (DQ) available within the byte group using the ISERDES block. The
calibration logic makes use of the fine delay increments available through the PHASER to
ensure the byte group clock, ICLK, is centered inside the read data window, ensuring
maximum data capture margin.

IN_FIFOs available in each byte group (shown in Figure 3-31) receive 4-bit data from each
DQ bit captured in the ISERDES in a given byte group and write them into the storage
array. The half-frequency PHASER_IN generated byte group clock, ICLKDIV, that
captures the data in the ISERDES is also used to write the captured read data to the
IN_FIFO. The write enables to the IN_FIFO are always asserted to enable input data to be
continuously written. A shallow, synchronous post_fifo is used at the receiving side of the
IN_FIFO to enable captured data to be read out continuously from the fabric, in an event of
a flag assertion in the IN_FIFO which might potentially stall the flow of data from the
IN_FIFO. Calibration also ensures that the read data is aligned to the rising edge of the
fabric half-frequency clock and that read data from all the byte groups have the same delay.
More details about the actual calibration and alignment logic is explained in Calibration.
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Figure 3-31: Read Path Block Diagram of the RLDRAM Il Interface Solution

The calibration logic includes providing the required amount of delay on the read clock
and read data to align the clock in the center of the data valid window. The centering of the
clock is done using PHASERSs, which provide very fine resolution delay taps on the clock.
Each PHASER_IN fine delay tap increments the clock by 1/64th of the reference clock
period with a maximum of 32 taps possible. For designs running at or above 400 MHz, the
calibration logic also performs a one-time write calibration to ensure the write clock is
center aligned properly with the write data.

Calibration begins after memory initialization. Prior to this point, all read path logic is held
in reset. If write calibration is not enabled, only read calibration is performed in two stages:

1. Calibration of read clock with respect to DQ.

2. Data alignment and valid generation.

Calibration of Read Clock and Data

PHASER_IN clocks all ISERDES used to capture read data (DQ) associated with the
corresponding byte group. ICLKDIV is also the write clock for the read data IN_FIFOs.
One PHASER_IN block is associated with a group of 121/0Os. Each 1/O bank in the FPGA
has four PHASER_IN blocks, and hence four read data bytes can be placed in a bank.

Implementation Details

This stage of read leveling is performed one byte at a time, where the read clock is
center-aligned to the corresponding read data in that byte group. At the start of this stage,
a write command is issued to a specified RLDRAM II address location with a specific data
pattern. This write command is followed by back-to-back read commands to continuously
read data back from the same address location that was written to.
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Core Architecture

The calibration logic reads data out of the IN_FIFO and records it for comparison. The
calibration logic checks for the sequence of the data pattern read, to determine the
alignment of the clock with respect to the data. No assumption is made about the initial
relationship between the capture clock and the data window at tap 0 of the fine delay line.
The algorithm tries to align the clock to the left edge of the data window, by delaying the
read data through the IDELAY element.

Next, the clock is delayed using the PHASER taps and centered within the corresponding
data window. The PHASER_TAP resolution is based on the FREQ_REF_CLK period, and
the per-tap resolution is equal to (FREQ_REFCLK_PERIOD/2)/64 ps. For memory
interface frequencies greater than or equal to 400 MHz, using the maximum of 64 PHASER
taps can provide a delay of one data period or one-half the clock period. This enables the
calibration logic to accurately center the clock within the data window.

For frequencies less than 400 MHz, because FREQ_REF_CLK has twice the frequency of
MEM_REF_CLK, the maximum delay that can be derived from the PHASER is one-half
the data period or one-fourth the clock period. Hence for frequencies less than 400 MHz,
just using the PHASER delay taps might not be sufficient to accurately center the clock in
the data window. For these frequency ranges, a combination of both data delay using
IDELAY taps and PHASER taps is used. The calibration logic determines the best possible
delays, based on the initial clock-data alignment. The algorithm first delays the read
capture clock using the PHASER_IN fine delay line until a data window edge is detected.

An averaging algorithm is used for data window detection, where data is read back over
multiple cycles at the same tap value. The number of sampling cycles is set to 214. In
addition to averaging, there is a counter that tracks whether the read capture clock is
positioned in the unstable jitter region. A counter value of 3 means that the sampled data
value is constant for three consecutive tap increments and the read capture clock is
considered to be in a stable region. The counter value is reset to 0 whenever a value
different from the previous value is detected.

The next step is to increment the fine phase shift delay line of the PHASER_IN block one
tap at a time until a data mismatch is detected. The data read out of IN_FIFO after the
required settling time is then compared with the recorded data at the previous tap value.
This is repeated until a data mismatch is found, indicating detection of a valid data
window edge. A valid window is the number of PHASER_IN fine phase shift taps for
which the stable counter value is a constant 3. This algorithm mitigates the risk of detecting
a false valid edge in the unstable jitter regions.

Data Alignment and Valid Generation

This phase of calibration:

e Ensures read data from all the read byte groups is aligned to the rising edge of the
ISERDES CLKDIV capture clock

*  Sets the latency for fixed-latency mode (supported for the PHY-only interface).

* Matches the latency for each memory when wider memories are derived from small
memories.

* Sends the determined latency to the read valid generation logic.

After read data capture clock centering is achieved, the calibration logic writes out a

known data pattern to the RLDRAM II device and issues continuous reads back from the

memory. This is done to determine whether the read data comes back aligned to the

positive edge or negative edge of the ICLKDIV output of the PHASER_IN. Captured data
from a byte group that is aligned to the negative edge, is made to align to the positive edge
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using the EDGE_ADYV input to the PHASER_IN, which shifts the ICLKDIV output by one
fast clock cycle.

The next stage is to generate the valid signal associated with the data on the client
interface. During this stage of calibration, a burst-of-eight data pattern is written to
memory and read back. This phase allows the read logic to count how many cycles elapse
before the expected data returns. The basic flow through this phase is:

1. Count cycles until the read data arrives for each memory device.

2. Determine what value to use as the fixed latency. This value can be either the set value
indicated by the user from the PHY_LATENCY parameter or the maximum latency
across all memory devices.

3. Calibrate the generation of the read valid signal. Using the value determined in step 2,
delay the read valid signal to align with the read data for the user.

4. Assert init_calib_complete.

Write Calibration

When write calibration is enabled, the results of read calibration data alignment are used to
determine if a given setting is valid for correct write operation. Because the read calibration
requires writing a set pattern to memory, the reads and writes cannot be independently
verified. At each step of write calibration, the alignment of the read clock with DQ is
performed to ensure the correct capture of data. If the data alignment portion of read
calibration is performed for a given byte lane and the expected result is not found, the
write is assumed to have caused the failure. At each step of write calibration, the read
calibration and associated logic are reset and restarted.

PHASER_OUT provides all of the clocking resources for the output path and is adjusted on
a byte lane basis by the calibration algorithm. Each byte lane is independently checked
against the write clock being sent to the DRAM to ensure proper write timing. For data
byte lanes that contain a write clock, OCLK_DELAYED, used to generate the write clock, is
adjusted. For data byte lanes that do not have a write clock, OCLK is adjusted instead, in
relation to the write clock generated in a separate byte lane. Due to the length of time
required to independently calibrate each byte lane, write calibration is usually skipped for
simulation.

When write calibration completes, the read calibration is restarted one last time to run with
the proper write settings and allowed to complete through read valid generation.

Customizing the Core

The RLDRAM II memory interface solution is customizable to support several
configurations. The specific configuration is defined by Verilog parameters in the top level
of the core. These parameters are summarized in Table 3-15.

Table 3-15: RLDRAM Il Memory Interface Solution Configurable Parameters

Parameter Value Description
CLK_PERIOD Memory clock period (ps).
ADDR_WIDTH 19-22 Memory address bus width.
RLD_ADDR_WIDTH 11, 19-22 Physical Memory address bus width

when using Address Multiplexing
mode.
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Table 3-15: RLDRAM Il Memory Interface Solution Configurable Parameters

Parameter Value Description
BANK_WIDTH 3 Memory bank address bus width.
DATA_WIDTH Memory data bus width and can be set

through the MIG tool. A maximum
DATA_WIDTH of 72 is supported.
QK_WIDTH 2 per x18/x36 device | Memory read clock bus width.
DK_WIDTH 2 per x36 device Memory write clock bus width.
1 per x18 device

BURST_LEN 4,8 Memory data burst length.

DM_PORT ON, OFF This parameter enables and disables
the generation of the data mask ports.

NUM_DEVICES Number of memory devices used.

MRS_CONFIG 1,2,3 This parameter sets the configuration
setting in the RLDRAM Il memory
register.

MRS_ADDR_MUX ON, OFF This parameter sets the address
multiplexing setting in the RLDRAM II
memory register.

MRS_DLL_RESET DLL_ON This parameter sets the DLL setting in
the RLDRAM II memory register.

MRS_IMP_MATCH INTERNAL, This parameter sets the impedance

EXTERNAL setting in the memory register.

MRS_ODT ON, OFF This parameter sets the ODT setting in
the memory register.

MEM_TYPE RLD2_CIO This parameter specifies the memory
type.

IODELAY_GRP This is a unique name for the
IODELAY_CTRL provided when
multiple IP cores are used in the
design.

REFCLK_FREQ 200.0 Reference clock frequency for
IDELAYCTRLS.

BUFMR_DELAY Simulation-only parameter used to
model buffer delays.

RST_ACT_LOW 0,1 Active Low or active High reset.

IBUF_LPWR_MODE ON, OFF Enables or disables low power mode
for the input buffers.

IODELAY_HP_MODE ON, OFF Enables or disables high-performance

mode within the IODELAY primitive.
When set to OFF, IODELAY operates in
low power mode at the expense of
performance.

7 Series FPGAs Memory
UG586 April 24, 2012

wewiBD TRCS eom/XILINX


http://www.xilinx.com

Chapter 3: RLDRAM Il Memory Interface Solution

& XILINX.

Table 3-15: RLDRAM Il Memory Interface Solution Configurable Parameters

Parameter

Value

Description

SYSCLK_TYPE

DIFFERENTIAL,
SINGLE_ENDED

This parameter indicates whether the
system uses single-ended or
differential system clocks. Based on the
selected CLK_TYPE, the clocks must
be placed on the correct input ports.
For differential clocks,
sys_clk_p/sys_clk_nmust be used. For
single-ended clocks, sys_clk_i must be
used.

REFCLK_TYPE

DIFFERENTIAL,
SINGLE_ENDED

This parameter indicates whether the
system uses single-ended or
differential reference clocks. Based on
the selected CLK_TYPE, the clocks
must be placed on the correct input
ports. For differential clocks,
ref_clk_p/ref_clk_n must be used. For
single-ended clocks, ref_clk_i must be
used.

CLKIN_PERIOD

Input clock period.

CLKFBOUT_MULT

PLL voltage-controlled oscillator
(VCO) multiplier. This value is set by
the MIG tool based on the frequency of
operation.

CLKOUTO0_DIVIDE,
CLKOUT1_DIVIDE,
CLKOUT2_DIVIDE,
CLKOUT3_DIVIDE

VCO output divisor for PLL outputs.
This value is set by the MIG tool based
on the frequency of operation.

DIVCLK_DIVIDE

MMCM VCO divisor. This value is set
by the MIG tool based on the frequency
of operation.

SIM_BYPASS_INIT_CAL

SKIP, FAST, NONE

This simulation-only parameter is used
to speed up simulations, by skipping
the initialization wait time and
speeding up calibration.

SIMULATION “TRUE”, “FALSE” | Set to “TRUE” for simulation; set to
“FALSE” for implementation.
DEBUG_PORT ON, OFF Turning on the debug port allows for

use with the Virtual I/O (VIO) of the
ChipScope analyzer. This allows the
user to change the tap settings within
the PHY based on those selected
though the VIO. This parameter is
always set to OFF in the sim_tb_top
module of the sim folder, because
debug mode is not required for
functional simulation.
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Table 3-15: RLDRAM Il Memory Interface Solution Configurable Parameters

Parameter

Value

Description

N_DATA_LANES

DATA_WIDTH/9

Calculated number of data byte lanes,
used to set up signal widths for using
the debug port.

DIFF_TERM_SYSCLK

“TRUE”, “FALSE”

Differential Termination for System
clock input pins

DIFF_TERM_REFCLK

“TRUE”, “FALSE”

Differential Termination for IDELAY
reference clock input pins

nCK_PER_CLK 2 Number of memory clocks per fabric
clocks.
TCQ 100 Register delay for simulation.

Table 3-16 contains parameters set up by the MIG tool based on the pinout selected. When
making pinout changes, it is recommended to rerun the MIG tool so the parameters are set
up properly; otherwise see Pinout Requirements, page 277. Mistakes to the pinout

parameters can result in non-functional simulation, an unroutable design, and/or trouble
meeting timing. These parameters are used to set up the PHY and route all the necessary
signals to and from it. The parameters are calculated based on Data and Address/Control
byte groups selected. These parameters do not consider the System Signals selection (that
is, system clock, reference clock, and status signals).

Table 3-16: RLDRAM Il Memory Interface Solution Pinout Parameters

Parameter

Description

Example

BYTE_LANES_BO,
BYTE_LANES_Bl1,
BYTE_LANES_B2

Three fields, one per possible I/O
bank. Defines the byte lanes being
used in a given /O bank. A “1” in
a bit position indicates a byte lane
is used, and a “0” indicates
unused.

Ordering of bits from MSB to
LSBis TO, T1, T2, and T3 byte
groups.
4'b1101: Three byte lanes in
use for a given bank, with one
not in use.

DATA_CTL_BO,
DATA_CTL_B1,
DATA_CTL_B2

Three fields, one per possible I/O
bank. Defines the byte lanes for a
given I/O bank. A “1” in a bit
position indicates a byte lane is
used for data, and a “0” indicates it
is used for address/control.

4'b1100: Two data byte lanes,
and, if used with a
BYTE_LANES_BO parameter
as in the example shown
above, one address/control.
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Table 3-16: RLDRAM Il Memory Interface Solution Pinout Parameters (Contd)

Parameter

Description

Example

CPT_CLK_SEL_BO,
CPT_CLK_SEL_B]1,
CPT_CLK_SEL_B2

Three fields, one per possible I/O
bank. Defines which read capture
clocks are used for each byte lane
in given bank. MRCC read capture
clocks are placed in byte lanes 1
and/or 2, where parameter is
defined for each data byte lane to
indicate which read clock to use
for the capture clock. 8 bits per
byte lane, defined such that:
e [3:0] -1, 2 to indicate which of
two capture clock sources
e [7:4] -0 (bank below), 1 (current
bank), 2 (bank above) to
indicate in which bank the clock
is placed.

32'h12_12_11_11:Fourdata
byte lanes, all using the clocks
in the same bank.

32'h21_22_11_11:Fourdata
byte lanes, two lanes using the
capture clock from the bank
above(16'h21_22),twousing
the capture clock from the
current bank (16'h11_11).

PHY_0_BITLANES,
PHY_1 BITLANES,
PHY_2 BITLANES

Three fields, one per possible I/O
bank. 12-bit parameter per byte
lane used to determine which I/O
locations are used to generate the
necessary PHY structures. This
parameter is provided per bank.
Except for the CK_P/CK_N,
DK_P/DK_N, QK_P/QK_N, and
QVLD pins, all Data and
Address/Control pins are
considered for this parameter
generation.

This parameter is denoted for
all byte groups of a selected
bank. All 12 bits are denoted
for a byte lane and are ordered
from MSB:LSB as
BA98_7654_3210. For example,
this parameter is

48 'hFFE_FFF_000_ DF6 for
one bank.

12 "hBFC
(12'1011_1111_1100): bit
lanes 0, 1, and 10 are not used,
all others are used.
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Table 3-16: RLDRAM Il Memory Interface Solution Pinout Parameters (Contd)

Parameter Description Example

CK_MAP Bank and byte lane position Upper-most Data or
information for the CK/CK#. 8-bit | Address/Control byte group
parameter provided per pair of selected bank is referred to as
signals. Bank 0 in parameters notation.
* [3:0] - Byte lane position within Numbering of banksis 0,1, and

abank. Values of 0, 1,2, or 3are | 2 from top to bottom.

supported. Byte groups T0, T1, T2, and T3

¢ [7:4] - Bank position. Values of | are numbered in parameters as

0, 1, or 2 are supported 3,2,1,and 0, respectively.
96'h00_00_00_00_00_00_
00_00_00_00_10_13: This
parameter is denoted for 12
clock pairs with 8 bits for each
clock pin. In this case, two
clock pairs are used. Ordering
of parameters is from MSB to
LSB (that is, CK[0]/ CK#[0]
corresponds to the 8 LSBs of
the parameter).
8 'h13: CK/CK# placed in
bank 1, byte lane 3.
8 'h20: CK/CK# placed in
bank 2, byte lane 0.

DK_MAP Bank and byte lane position See the CK_MAP example for
information for the DK/DK#. 8-bit | parameter values notation.
parameter provided per pair of 8 'h13: DK/DK# placed in
signals. bank 1, byte lane 3.

* [3:0] - Byte lane position within | g1,50. DK/DK# placed in
abank. Values of 0,1,2, or 3are | pank 2, byte lane 0.
supported.

* [7:4] - Bank position. Values of
0, 1, or 2 are supported

QK_MAP Bank and byte lane position See the CK_MAP example for
information for the QK/QK#. 8-bit | parameter values notation.
parameter provided per pair of 8 'h11: QK/QK# placed in
signals. bank 1, byte lane 1.

* [3:0] - Byte lane position within | g.y,55. QK /QK# placed in
abank. Values of 0,1,2, or 3are | pank 2, byte lane 2.
supported.

e [7:4] - Bank position. Values of
0, 1, or 2 are supported
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Table 3-16: RLDRAM Il Memory Interface Solution Pinout Parameters (Contd)

Parameter Description Example
CS_MAP Bank and byte lane position Upper-most Data or
information for the chip select. Address/Control byte group
12-bit parameter provided per pin. | selected bank is referred to as

e [3:0] - Bit position within a byte Bank 0 in parameters notation.
lane. Values of [0, 1,2, . .., A, B] Numbering of banksis 0,1, and
are supported. 2 from top to bottom.

* [7:4] - Byte lane position within Byte groups T0, T1, T2, and T3
abank. Values 0of 0, 1,2, or 3are | are numbered in parameters as
supported. 3,2,1, and 0 respectively.

e [11:8] - Bank position. Values of | Bottom-most pin in a byte
0, 1, or 2 are supported group is referred to as “0” in

MAP parameters. Numbering
is counted from 0 to 9 from the
bottom-most pin to the top pin
within a byte group by
excluding DQSCC I/0Os.
DQSCC_N and DQSCC_P pins
of byte group are numbered as
A and B, respectively.
144'h000_000_000_000_0
00_000_000_000_000_000
_235_11A: This parameter is
denoted for Chip Select width
of 12 with 12 bits for each pin.
In this case, the Chip Select
width is 2 bits. Ordering of
parameters is from MSB to LSB
(that is, CS[0] corresponds to
the 12 LSBs of the parameter).
12 'h11A: Chip select placed in
bank 1, byte lane 1, at location
A.
12 'h235: Chip select placed in
bank 2, byte lane 3, at location
5.

WE_MAP Bank and byte lane position See CS_MAP example

information for the write enable.

See CS_MAP description.

REF_MAP Bank and byte lane position See CS_MAP Example
information for the refresh signal.

See CS_MAP description.

ADDR_MAP Bank and byte lane position See CS_MAP Example
information for the address. See

CS_MAP description.

BANK_MAP Bank and byte lane position See CS_MAP example
information for the bank address.

See CS_MAP description.
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Table 3-16: RLDRAM Il Memory Interface Solution Pinout Parameters (Contd)

Parameter Description Example

DQTS_MAP Bank and byte lane position See CS_MAP example
information for the 3-state control.
See CS_MAP description.

DM_MAP Bank and byte lane position See CS_MAP example
information for the data mask. See
CS_MAP description.

QVLD_MAP Bank and byte lane position See CS_MAP example
information for the QVLD. See
CS_MAP description.

DATAO0_MAP, Bank and byte lane position See CS_MAP example
DATA1_MAP, information for the data bus. See
DATA2_MAP, CS_MAP description.

DATA3_MAP,
DATA4_MAP,
DATA5_MAP,
DATA6_MAP,
DATA7_MAP

Design Guidelines

Design Rules

Memory types, memory parts, and data widths are restricted based on the selected FPGA,
FPGA speed grade, and the design frequency. The final frequency ranges are subject to
characterization results.

Trace Length Requirements

Trace lengths described here are for high-speed operation and can be relaxed depending
on the application’s target bandwidth requirements. The package delay should be
included when determining the effective trace length. These internal delays can be found
using the Pinout and Area Constraints Editor (PACE) tool. These rules indicate the
maximum electrical delays between RLDRAM II signals:

® The maximum skew between any DQ/DM and DK/DK# should be +15 ps.
* The maximum skew between any DQ and its associated QK/QK# should be +15 ps.

¢ The maximum skew between any address and control signals and the corresponding
CK/CK# should be +50 ps.

* The maximum skew between any DK/DK# and CK/CK# should be +25 ps.

Pinout Requirements

Xilinx 7 series FPGAs are designed for very high-performance memory interfaces, and
certain rules must be followed to use the RLDRAM II physical layer. Xilinx 7 series FPGAs
have dedicated logic for each byte group. Four byte groups are available in each 50-pin
bank. Each 50-pin bank consists of four byte groups that contain 1 DQS clock-capable I/O

7 Series Frois wemoy v i BD T FEieom /X ILINX


http://www.xilinx.com

Chapter 3: RLDRAM Il Memory Interface Solution & XILINX.

pair and 10 associated I/Os. Two pairs of multiregion clock-capable I/O (MRCC) pins are
available in a bank, and are used for placing the read clocks (QK/QK#).

In a typical RLDRAM II data bank configuration, 9 of these 10 I/Os are used for the data
(DQ) and one can be used for the data mask (DM). The write clocks (DK/DK#) use one of
the DQSCCIO pairs inside the data bank. QK/QK# clocks must be placed on MRCC pins
in a given data bank or in the bank above or below the data. QVLD is not used in the design
but should be placed on a free pin in a data or address/control bank for future use. Xilinx
7 series FPGAs have dedicated clock routing for high-speed synchronization that is routed
vertically within the I/O banks. Thus, RLDRAM II interfaces must be arranged in the
banks vertically and not horizontally. In addition, the maximum height is three banks.

After a core is generated through the MIG tool, the most optimal pinout has been selected
for the design. Manual changes through the UCF are not recommended. However, if the
UCEF needs to be altered, these rules must be taken into consideration:

¢ The CK/CK# clocks must be placed in an address/control byte lane. The CK/CK#
clocks also need to be placed on a DQSCCIO pin pair. CK must be placed on the
P location, and CK# must be placed on the N location.

e The DK/DK# clocks must be placed in a data byte lane. The DK/DK# clocks also need
to be placed on a DQSCCIO pin pair. DK must be placed on the P location, and DK#
must be placed on the N location.

e Data (DQ) is placed such that all signals corresponding to one byte (9 bits) are placed
inside a byte group. DQ must not be placed on the DQSCCIO N location in a byte
lane, because this location is used for the 3-state control.

e [tis recommended to keep all the data generated from a single memory component
within a bank.

® Read clocks (QK and QK#) need to be placed on the MRCC pins that are available in
each bank, respectively. Data must be in the same bank as the associated QK/QK#, or
in the bank above or below.

® Address/control signals can be placed in byte groups that are not used for data and
all should be placed in the same bank.

¢ For a given byte lane, the DQSCC_N location is used to generate the 3-state control
signal. The 3-state can share the location with QVLD, DK#, or DM only data.

¢ The system clock input must be in the same column as the memory interface. The
system clock input is strongly recommended to be in the address/control bank. If this
is not possible, the system clock input must be in the bank above or below the
address/control bank.

System Clock, PLL Location, and Constraints

The PLL is required to be in the bank that supplies the clock to the memory to meet the
specified interface performance. The system clock input is also strongly recommended to
be in this bank. The MIG tool follows these two rules whenever possible. However,
exceptions are possible where pins might not be available for the clock input in the bank as
that of the PLL. In this case, the clock input needs to come from an adjacent bank through
the frequency backbone to the PLL. The system clock input to the PLL must come from
clock-capable I/Os.

The system clock input can only be used for an interface in the same column. The system
clock input cannot be driven from another column. The additional PLL or MMCM and
clock routing required for this induces too much additional jitter.
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Unused outputs from the PLL can be used as clock outputs. Only the settings for these
outputs can be changed. Settings related to the overall PLL behavior and the used outputs
must not be disturbed. A PLL cannot be shared among interfaces.

See Clocking Architecture, page 259 for information on allowed PLL parameters.

Configuration

The UCF contains timing, pin, and I/O standard information. The sys_clk constraint sets
the operating frequency of the interface. It is set through the MIG GUI. The MIG GUI must
be rerun if this constraint needs to be altered, because other internal parameters are
affected. For example:

NET "sys_clk_p" TNM_NET = TNM_ sys_clk;
TIMESPEC "TS_sys_clk" = PERIOD "TNM_ sys_clk" 1.875 ns;

The clk_ref constraint sets the frequency for the IDELAY reference clock, which is typically
200 MHz. For example:

NET "clk_ref p" TNM_NET = TNM_clk_ref;
TIMESPEC "TS_clk _ref" = PERIOD "TNM_clk_ref" 5 ns;

The I/0O standards are set appropriately for the RLDRAM II interface with LVCMOSI15,
HSTL15_1, HSTL15_1_DCI, DIFF_HSTL15_I, or DIFF_HSTL15_I_DCI, as appropriate.
LVDS_25 is used for the system clock (sys_clk) and I/O delay reference clock (clk_ref).
These standards can be changed, as required, for the system configuration. These signals
are brought out to the top level for system connection:

e sys_rst: This signal is the main system reset.

¢ init_calib_complete: This signal indicates when the internal calibration is done and
that the interface is ready for use.

* tg compare_error: This signal is generated by the example design’s traffic generator if
read data does not match the write data.

These signals are all set to LVCMOS25 and can be altered as needed for the system design.
They can be generated and used internally instead of being brought out to pins.

Some interfaces might need to have the system clock in a bank above or below the bank
with the address/control and data. In this case, the MIG tool puts an additional constraint
in the UCEF. For example:

NET "sys_clk_p" CLOCK_DEDICATED_ROUTE = BACKBONE;
PIN "*/u_infrastructure/plle2_i.CLKIN1" CLOCK_DEDICATED_ROUTE =
BACKBONE;

This case should only be used in MIG generated memory interface designs. It results in the
following warning during PAR. This warning can be ignored.

WARNING:Place:1402 - A clock IOB / PLL clock component pair have been
found that are not placed at an optimal clock IOB / PLL site pair. The
clock IOB component <sys_clk_p> is placed at site <IOB_X1Y76>. The
corresponding PLL component <u_backbl6/u_infrastructure/plle2_i> is
placed at site <PLLE2_ADV_X1Y2>. The clock IO can use the fast path
between the IOB and the PLL if the IOB is placed on a Clock Capable IOB
site that has dedicated fast path to PLL sites within the same clock
region. You may want to analyze why this problem exists and correct it.
This is normally an ERROR but the CLOCK_DEDICATED_ROUTE constraint was
applied on COMP.PIN <sys_clk_p.PAD> allowing your design to continue.
This constraint disables all clock placer rules related to the specified
COMP.PIN. The use of this override is highly discouraged as it may lead
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to very poor timing results. It is recommended that this error condition
be corrected in the design.

Do not drive user clocks via the I/O clocking backbone from the region(s) containing the
MIG generated memory interface to CMT blocks in adjacent regions due to resource
limitations. Consult the 7 Series FPGAs Clocking Resources User Guide [Ref 18] for more
information.

The MIG tool sets the VCCAUX_IO constraint based on the data rate and voltage input
selected. The generated UCF has additional constraints as needed. For example:

NET "sys_clk p" ©LOC = "y5" | IOSTANDARD = DIFF_HSTL_I |
VCCAUX_IO = DONTCARE;
NET "sys_clk_n" ©LOC = "W5" | IOSTANDARD = DIFF_HSTL_I |

VCCAUX_IO = DONTCARE;

Consult the Xilinx Timing Constraints Guide [Ref 13] for more information.

Manual Pinout Changes

For manually manipulating the parameters described in Table 3-16, the following
examples show how to allocate parameters for a given byte lane. Table 3-17 shows a typical
data byte lane, indicating the bank, byte lane, and bit position for each signal.

Table 3-17: Example Byte Lane #1

Bank E:r:z Bit DDR GBrztuep VO Type Nulr/:ber Deiii)::;?ilon BITLANES
9 A1l P 12 0
8 DQ8 A_10 N 11 1
7 DQ7 A_09 P 10 1
6 DQ6 A_08 N 9 1
B DKO_P | A_07 P 8 DQSCC-P 0 0001
A DKO_N | A_06 N 7 DQSCC-N 0 1
0 0 5 DQ5 A_05 P 6 1 1111
4 DQ4 A_04 N 5 1 F
3 DQ3 A_03 P 4 1
2 DQ2 A_02 N 3 1
1 DQ1 A_01 P 2 1 1111
0 DQO A_00 N 1 1 F 1FF
VRN N/A SE 0

The byte lane parameters for Table 3-17 are shown in Table 3-18.

Table 3-18: Parameters for Example Data Byte Lane #1

Parameter Value
DK_MAP 8'h00
DQTS_MAP 12'h00A
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Table 3-18: Parameters for Example Data Byte Lane #1

Parameter Value
PHY_0_BITLANES 12'hlFF
DATAO_MAP 108'h008_007_006_005_004_003_002_001_000

Table 3-19 shows another data byte lane, with QVLD placed in the 3-state location, which
is valid, as the 3-state location only uses the OSERDES location of the I/O.

Table 3-19: Example Byte Lane #2

Bank E:r:z Bit DDR GBrztuep VO Type Nulr/:ber Dei?;:;?ilon BITLANES
9 QKo_P B_11 P 24 CCIO-P 0
8 QKO N | B_10 N 23 CCIO-N 0
7 DQ17 B_09 P 22 CCIO-P 1
6 DQ16 B_08 N 21 CCIO-N 1
B DQ15 B_07 P 20 DQSCC-P 1 1000
A QVLD B_06 N 19 DQSCC-N 0 8
! ! 5 DQ14 B_05 P 18 1 1111
4 DQ13 B_04 N 17 1 F
3 DQ12 B_03 P 16 1
2 DQ11 B_02 N 15 1
1 DQ10 B_01 P 14 1 1111
0 DQ9 B_00 N 13 1 F 8FF

The byte lane parameters for Table 3-19 are shown in Table 3-20.
Table 3-20: Parameters for Example Data Byte Lane #2

Parameter Value
QVLD_MAP 12'h01A
DQTS_MAP 12'h01Aa
PHY_0_BITLANES |12 'h8FF

DATA1_MAP 108'h017_016_01B_015_014_013_012_011_010

QK_MAP 8'h01

Table 3-21 shows the same byte lane as Table 3-19, but instead of QVLD, the Data Mask
(DM) is placed in this byte lane. While the DM can share the OSERDES location with the
3-state control, they cannot share the same location in the OUT_FIFO in the PHY. Thus
some signals from the OUT_FIFO have to shift as shown in Table 3-21. In this case, the
direction of the shift is determined on the byte lane location, with byte lanes 0, 1 shifted up,
and 2, 3 shifted down. In this case, the PHY merges the 3-state control with the DM to share
the same OSERDES location.
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Table 3-21: Example Byte Lane #3, Shared 3-State with DM in Byte Lane #1
Bank E;’rt': Bit | MAP | DDR GBr‘::p /O Type Nu'fber Dei'i"::;?i'on BITLANES
UCF
9 QKo_P B_11 P 24 CCIO-P 0
8 DQ17 JOKO_N | B_10 N 23 CCIO-N 1
7 DQ16 | DQ17 B_09 P 22 CCIO-P 1
6 DQ15 | DQ16 B_08 N 21 CCIO-N 1
B 3-state | DQ15 B_07 P 20 DQSCC-pP 0 0101
A DM DM B_06 N 19 DQSCC-N 1 5
’ ! 5 DQ14 | DQ14 B_05 P 18 1 1111
4 DQ13 | DQ13 B_04 N 17 1 F
3 DQ12 | DQ12 B_03 P 16 1
2 DQ11 | DQ11 B_02 N 15 1
1 DQ10 | DQ10 B_01 P 14 1 | 1111
0 DQ9 DQ9 B_00 N 13 1 F 5FF
The byte lane parameters for Table 3-21 are shown in Table 3-22.
Table 3-22: Parameters for Example Data Byte Lane #3
Parameter Value
DM_MAP 12'h01A
DQTS_MAP 12'h01B
PHY_0_BITLANES 12 'h5FF
DATA1_MAP 108'h018_017_016_015_014_013_012_011_010
QK_MAP 8'ho1
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Table 3-23 shows another byte lane with the QVLD sharing the location of the 3-state
control (or leaving the location unused).

Table 3-23: Example Byte Lane #4, Shared 3-State with QVLD

Bank E;’rt': Bit | MAP | DDR GBr‘c’,tfp /O Type Nu'r/'?ber Deif;:;fi'on BITLANES
UCF
9 | DQ26 | DQ26 | C_11 P 12 1
8 DQ25 | DQ25 C_10 N 11 1
7 DQ24 | DQ24 C_09 P 10 1
6 DQ23 | DQ23 C_08 N 9 1
B | DQ22 | DQ22 | C_07 P 8 DQSCC-P 1 | 1011
A QVLD| QVLD @ C.06 N 7 DQSCC-N 0 B
° 2 5 DQ21 DQ21 C_05 P 6 1 1111
4 DQ20 | DQ20 C_04 N 5 1 F
3 DQ19 | DQ19 C_03 P 4 CCIO-P 1
2 DQ18 | DQ18 C_02 N 3 CCIO-N 1
1 QK1 P | C.01 P 2 CCIO-P 0 | 1100
0 QK1_N | C_00 N 1 CCIO-N 0 C BFC
The byte lane parameters for Table 3-23 are shown in Table 3-24.
Table 3-24: Parameters for Example Data Byte Lane #4
Parameter Value
DQTS_MAP 12'h02A
PHY_O_BITLANES 12 '"hBFC
DATA1_MAP 108'h029_028_027_026_02B_025_024_023_022
QK_MAP 8'h02
7 Series FPGAs Memory 283
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Table 3-25 shows the same byte lane as Table 3-23, but instead of QVLD the DM is placed in
this byte lane. In this situation the signals are shifted down in the OUT_FIFO.

Table 3-25: Example Byte Lane #5, Shared 3-State with DM in Byte Lane #2

Bank E;’rt': Bit | MAP | DDR GBr‘::p /O Type Nu'fber Deif;:;?i'on BITLANES
UCF

9 | pQ2s | pQ26 | 11 P 12 1

8 DQ5 | DQ2s | Cc10 | N 1 1

7 | DQ24 | DQ24 | co9 | P 10 1

6 D23 | P | cos | N 9 1

B | po2 | po2 | cor | P 8 | DQSCC-P 1| um

A  pMm | bM | cos | N 7 | DQSCCN 1| F
O 2 TS Tssee| Dot | cos | b 6 0 |1101

4 |pQ2 | poo | cos | N 5 1| D

3 | DQ20 | DQI9 | co3 | P 4 cciop | 1

2 | D9 | pQis | co2 | N 3 ccioN | 1

1 | pois |okip| co1 | P 2 cciop | 1 |10

0 OKIN Co00 | N 1 ccioN | o | E FDE

The byte lane parameters for Table 3-25 are shown in Table 3-26.

Table 3-26: Parameters for Example Data Byte Lane #5

Parameter Value
DM_MAP 12'h02A
DQTS_MAP 12'h025
PHY_0_BITLANES 12 'hFDE
DATA1_MAP 108'h029_028_027_026_02B_024_023_022_021
QK_MAP 8'h02

I/O Standards

The MIG tool generates the appropriate UCF for the core with SelectlO™ standards based
on the type of input or output to the 7 series FPGAs. These standards should not be
changed. Table 3-27 contains a list of the ports with the I/O standard used.

Table 3-27: 1/0 Standards

Signal Direction I/0 Standard
rldii_ck_p, rldii_ck_n Output DIFF_HSTL_I
rldii_dk_p, rldii_dk_n Output DIFF_HSTL_I
rldii_cs_n Output HSTL_I
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Table 3-27: /0O Standards (Cont’d)

Signal Direction 1/0 Standard

rldii_we_n Output HSTL_I

rldii_ref_n Output HSTL_I

rldii_a Output HSTL_I

rldii_ba Output HSTL_I

rldii_dm Output HSTL_I

rldii_dq Input/Output HSTL_II_T_DCI, HSTL_II
rldii_gk_p, rldii_gk_n Input DIFF_HSTL_II_DCI, DIFF_HSTL_II

DCI (HP banks) or IN_TERM (HR banks) is required at the FPGA to meet the specified
performance. Designs generated by the MIG tool use the DCI standards for Data (DQ) and
Read Clock (QK_P and QK_N) in the High-Performance banks. In the High-Range banks,
the MIG tool uses the HSTL_II and DIFF_HSTL_II standards with the internal termination
(IN_TERM) attribute chosen in the GUI.

Debugging RLDRAM Il Designs

This section defines a step-by-step debugging procedure to assist in the identification and
resolution of any issues that might arise during each phase of the memory interface design
process.

Introduction

The RLDRAM II memory interfaces simplify the challenges associated with memory
interface design. However, every application environment is unique and proper due
diligence is required to ensure a robust design. Careful attention must be given to
functional testing through simulation, proper synthesis and implementation, adherence to
PCB layout guidelines, and board verification through IBIS simulation and signal integrity
analysis.

This section defines a step-by-step debugging procedure to assist in the identification and
resolution of any issues that might arise during each phase of the design process. Details
are provided on:

¢ Functional verification using the UNISIM simulation models

* Design implementation verification

* Board layout verification

* Using the RLDRAM II physical layer to debug board-level issues

* General board-level debug techniques

The two primary issues encountered during verification of a memory interface are:
¢ (alibration not completing properly

¢ Data corruption during normal operation

Problems might be seen in simulation, hardware, or both due to various root causes.
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Figure 3-32 shows the overall flow for debugging problems associated with these two
general types of issues.

r
|_Symptoms in Simulation/Hardware

I - Calibration Failure
- Data Bit/Byte Corruption/Errors

| Simulation Debug |

| Synthesis/Implementation Debug |

!

| Hardware Debug |

Figure 3-32: RLDRAM Il MIG Tool Debug Flowchart

Debug Tools

Many tools are available to debug memory interface design issues. This section indicates
which resources are useful for debugging a given situation.

Example Design

RLDRAM II design generation using the MIG tool produces an example design and a user
design. The example design includes a synthesizable test bench that has been fully verified
in simulation and hardware. This design can be used to observe the behavior of the MIG
tool design and can also aid in identifying board-related problems.

Debug Signals

The MIG tool includes a Debug Signals Control option on the FPGA Options screen.
Enabling this feature allows calibration, tap delay, and read data signals to be monitored
using the ChipScope analyzer. Selecting this option port maps the debug signals to VIO
modules of the ChipScope analyzer in the design top module.

ChipScope Pro Tool

The ChipScope Pro tool inserts logic analyzer, bus analyzer, and VIO software cores
directly into the design. The ChipScope Pro tool allows the user to set trigger conditions to
capture the application and the MIG tool signals in hardware. Captured signals can then be
analyzed through the ChipScope Pro Logic Analyzer tool [Ref §].
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Simulation Debug

Figure 3-33 shows the debug flow for simulation.

Verify Successful Simulation Using
Example Design. Identify any Issues with

Simulation Environment

'

| Debug Issues with User Design Simulation |

!

Open WebCase |

Figure 3-33: Simulation Debug Flowchart

Verifying the Simulation Using the Example Design

The example design generated by the MIG tool includes a simulation test bench and
parameter file based on memory selection in the MIG tool, and a ModelSim . do script file.
Successful completion of this example design simulation verifies a proper simulation

environment.

This shows that the simulation tool and Xilinx libraries are set up correctly. For detailed
information on setting up Xilinx libraries, refer to COMPXLIB in the Command Line Tools
User Guide [Ref 9] and the Synthesis and Simulation Design Guide [Ref 10]. For simulator tool
support, refer to the 7 Series FPGAs Memory Interface Solutions Data Sheet [Ref 11].

A working example design simulation completes memory initialization and runs traffic in
response to the test bench stimulus. Successful completion of memory initialization and
calibration results in the assertion of the init_calib_complete signal. When this signal is
asserted, the Traffic Generator takes control and begins executing writes and reads

according to its parameterization.

Table 3-28 shows the signals and parameters of interest, respectively, during simulation.

Table 3-28: Signals of Interest During Simulation

Signal Name Usage

Signal Name Usage

tg_compare_error

This signal indicates a mismatch between the data
written from the Ul and data received during a read on
the UL This signal is a part of the example design. A
single error asserts this signal; it is held until the design
is reset.

dbg_cmp_err

This signal indicates a mismatch between the data
written from the UI and the data received during a
read on the Ul This signal is part of the example
design. This signal is asserted each time a data
mismatch occurs.

user_cmd_en

This signal indicates if a command is valid.

user_rd_cmd

This signal is asserted if the command is a read
operation request.

user_addr

This is the address location for the current command.

7 Series FPGAs Memory
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Table 3-28: Signals of Interest During Simulation (Cont'd)

Signal Name Usage Signal Name Usage
user_ba This is the bank address location for the current
command.
user_wr_en This signal is asserted when the user_wr_data is valid.

This signal is necessary for write commands.

user_wr_data This signal is the write data provided for write
commands.
user_wr_dm This signal is the data mask for masking off and not

writing all of the data in a given write transaction.

user_afifo_empty This signal indicates that the command and address
FIFO is empty.
user_afifo_full This signal indicates that the command and address

FIFO is full. When this signal is asserted additional
commands and data is not accepted.

user_wdfifo_empty This signal indicates that the write data FIFO is empty.

user_wdfifo_full This signal indicates that the write data FIFO is full.
When this signal is asserted, additional Write data is
not accepted.

user_rd_valid Asserted when user_rd_data is valid.

user_rd_data Read data returned from the memory as a result of a
read command.

Memory Initialization

For simulation, the MIG tool sets up the design parameters such that long wait times
usually required for memory initialization are skipped. These parameters can result in
memory model warnings. For the design to properly initialize and calibrate the full
memory array in hardware, the top-level MIG tool design file (example_top.v) cannot
use any abbreviated value for these parameters. The MIG tool output properly sets the
abbreviated values in the test bench and the full range values in the top-level design
module.

Calibration

Calibration completes read leveling and read enable calibration. This is completed over
three stages. This sequence successfully completes when the init_calib_complete signal is
asserted. For more details, refer to Physical Interface, page 260.

The first stage performs per-bit read leveling calibration. The data pattern used during this
stageis 00££00££00££££00. The data pattern is first written to the memory, as shown in
Figure 3-34.
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Figure 3-34: Writes for First Stage Read Calibration

This pattern is then continuously read back while the calibration is completed, as shown in

Figure 3-35.

_J_J_J3._JJ_J_J_J_J._J._J_J_J_J_J_J._J_J_J_J_J_J._J._JJ_J_J_J_J._J._LJ_J_J_J_J.JJ_LJ_JS

Read commands for stage
1 read-leveling

Figure 3-35: Reads for First Stage Read Calibration

The second stage performs an alignment to ensure data is returned in the correct order. The

data pattern of AA

55 .. 00 .. FFisfirst written to the memory and continuously
read back and adjusted internally if required. The third stage performs a read enable
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calibration. The data pattern used during this stage is the same pattern used during the

second stage of calibration. The data pattern is first written to the memory, and then read
back for the read enable calibration, as shown in Figure 3-36.

[T 15 0 3 0 3 0 b ] B i 3 0

£l B

Figure 3-36: Write and Read for Second Stage Read Calibration

Stage 3 Writes

Stage 3 Reads

Figure 3-37: Write and Read for Third Stage Read Calibration

An additional write/read is performed so the read bus is driven to a different value. This

is mostly required in hardware to make sure that the read calibration can distinguish the
correct data pattern.
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After third stage calibration completes, init_calib_complete is asserted, signifying
successful completion of the calibration process.

Test Bench

After init_calib_complete is asserted, the test bench takes control, writing to and reading
from the memory. The data written is compared to the data read back. Any mismatches
trigger an assertion of the error signal. Figure 3-38 shows a successful implementation of
the test bench with no assertions on error.

Calibration Writes
complete

Figure 3-38: Test Bench Operation After Completion of Calibration

Proper Write and Read Commands

When sending write and read commands, the user must properly assert and deassert the
corresponding Ul inputs. Refer to Client Interface, page 256 and Interfacing with the Core
through the Client Interface, page 258 for full details. The test bench design provided
within the example design can be used as a further source of proper behavior on the UL

To debug data errors on the RLDRAM Il interface, it is necessary to pull the Ul signals into
the simulation waveform.

In the ModelSim Instance window, highlight u_ip_top to display the necessary Ul signals
in the Objects window, as shown in Figure 3-39. Highlight the user interface signals noted
in Table 3-28, page 287, right-click, and select Add > To Wave > Selected Signals.
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Figure 3-39: ModelSim Instance Window

Figure 3-40 and Figure 3-41 show example waveforms of a write and read on both the user
interface and the RLDRAM II interface.

—— T

fufa]uj] JlI o Jooong Joaons |

Figure 3-40: User Interface Write and Read
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Figure 3-41: RLDRAM Il Interface Write and Read

Synthesis and Implementation Debug
Figure 3-42 shows the debug flow for synthesis and implementation.

Verify Successful Synthesis and
Implementation Using Example Design

!

Verify Any Modification to the MIG Output

Verify Successful Synthesis and
Implementation Using User Design

!

Verify Design Timing in TRACE

!

Open WebCase

Figure 3-42: Synthesis and Implementation Debug Flowchart

Verify Successful Synthesis and Implementation

The example design and user design generated by the MIG tool include
synthesis/implementation script files and user constraint files (. ucf). These files should
be used to properly synthesize and implement the targeted design and generate a working
bitstream.

The synthesis/implementation script file, called ise_flow.bat/ise_flow.sh,is
located in both example_design/par and user_design/par directories. Execution of
this script runs either the example design or the user design through synthesis, translate,
MAP, PAR, TRACE, and BITGEN. The options set for each of these processes are the only
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options that have been tested with the RLDRAM II MIG tool designs. A successfully
implemented design completes all processes with no errors (including zero timing errors).

Verify Modifications to the MIG Tool Output

The MIG tool allows the user to select the FPGA banks for the memory interface signals.
Based on the banks selected, the MIG tool outputs a UCF with all required location
constraints. This file is located in both the example_design/par and
user_design/par directories and should not be modified.

The MIG tool outputs open source RTL code parameterized by top-level HDL parameters.
These parameters are set by the MIG tool and should not be modified manually. If changes
are required, such as decreasing or increasing the frequency, the MIG tool should be rerun
to create an updated design. Manual modifications are not supported and should be
verified independently in behavioral simulation, synthesis, and implementation.

Identifying and Analyzing Timing Failures

The MIG tool RLDRAM 1I designs have been verified to meet timing using the example
design across a wide range of configurations. However, timing violations might occur,
such as when integrating the MIG tool design with the user’s specific application logic.

Any timing violations that are encountered must be isolated. The timing report output by
TRACE (. twx/ . twr) should be analyzed to determine if the failing paths exist in the MIG
tool RLDRAM II design or the UI (backend application) to the MIG tool design. If failures
are encountered, the user must ensure the build options (that is, XST, MAP, PAR) specified
in the ise_flow.bat file are used.

If failures still exist, Xilinx has many resources available to aid in closing timing. The
PlanAhead™ tool [Ref 12] improves performance and quality of the entire design. The
Xilinx Timing Constraints User Guide [Ref 13] provides valuable information on all available
Xilinx constraints.

Hardware Debug

Figure 3-43 shows the debug flow for hardware.
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Verify Memory Implementation Guidelines
are Properly Followed

!

Run SI Simulation Using IBIS |

!

Run Example Design

!

| Isolate Bit Errors |

!

Board Measurements

- Measure Signal Integrity
- Measure Supply and V. Voltages
- Measure Bus Timing

!

Check Clocking/Run Interface at
Slower Frequency

!

Open WebCase

Figure 3-43: Hardware Debug Flowchart

Clocking

The external clock source should be measured to ensure frequency, stability (jitter), and
usage of the expected FPGA pin. The designer must ensure that the design follows all
clocking guidelines. If clocking guidelines have been followed, the interface should be run
at a slower speed. Not all designs or boards can accommodate slower speeds. Lowering
the frequency increases the marginal setup or hold time, or both, due to PCB trace
mismatch, poor signal integrity, or excessive loading. When lowering the frequency, the
MIG tool should be rerun to regenerate the design with the lower clock frequency. Portions
of the calibration logic are sensitive to the CLK_PERIOD parameter; thus, manual
modification of the parameter is discouraged.

Verify Board Pinout

The user should ensure that the pinout provided by the MIG tool is used without
modification. Then, the board schematic should be compared to the
<design_name>.pad report generated by PAR. This step ensures that the board pinout
matches the pins assigned in the implemented design.

Run Signal Integrity Simulation with IBIS Models

To verify that board layout guidelines have been followed, signal integrity simulations
must be run using the I/O buffer information specification (IBIS). These simulations
should always be run for both pre-board and post-board layouts. The purpose of running
these simulations is to confirm the signal integrity on the board.

The ML561 Hardware-Simulation Correlation chapter of the Virtex-5 FPGA ML561 Memory
Interfaces Development Board User Guide [Ref 14] can be used as a guideline. This chapter
provides a detailed look at signal integrity correlation results for the ML561 board. It can
be used as an example for signal integrity analysis. It also provides steps to create a
design-specific IBIS model to aid in setting up the simulations. While this guide is specific
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to Virtex-5 devices and the ML561 development board, the principles therein can be
applied to MIG designs with 7 series FPGAs.

Run the Example Design

The example design provided with the MIG tool is a fully verified design that can be used
to test the memory interface on the board. It rules out any issues with the backend logic
interfacing with the MIG tool core. In addition, the test bench provided by the MIG tool can
be modified to send out different data patterns that test different board-level concerns.

Debugging Common Hardware Issues

When calibration failures and data errors are encountered in hardware, the ChipScope
analyzer should be used to analyze the behavior of MIG tool core signals. For detailed
information about using the ChipScope analyzer, refer to the ChipScope Pro 11.1 Software
and Cores User Guide [Ref 8].

A good starting point in hardware debug is to load the provided example_design onto the
board in question. This is a known working solution with a test bench design that checks
for data errors. This design should complete successfully with the assertion of
init_calib_complete and no assertions of tg_compare_error. Assertion of
init_calib_complete signifies successful completion of calibration while no assertion of
tg_compare_error signifies that the data is written to and read from the memory compare
with no data errors.

The dbg_cmp_err signal can be used to indicate if a single error was encountered or if
multiple errors are encountered. With each error encountered, dbg_cmp_err is asserted so
that the data can be manually inspected to help track down any issues.

Isolating Bit Errors

An important hardware debug step is to try to isolate when and where the bit errors occur.
Looking at the bit errors, these should be identified:

* Are errors seen on data bits belonging to certain QK clock groups?
* Are errors seen on accesses to certain addresses of memory?

* Do the errors only occur for certain data patterns or sequences?

This can indicate a shorted or open connection on the PCB. This can also indicate an SSO or
crosstalk issue. It might be necessary to isolate whether the data corruption is due to writes
or reads. This case can be difficult to determine because if writes are the cause, read back of
the data is bad as well. In addition, issues with control or address timing affect both writes
and reads.

Some experiments that can be tried to isolate the issue are:

e If the errors are intermittent, have the design issue a small initial number of writes,
followed by continuous reads from those locations. If the reads intermittently yield
bad data, there is a potential read problem.

¢ Check/vary only write timing:
e Check that the external termination resistors are populated on the PCB.
* Use ODELAY, if available, to vary the phase of DQ relative to the DK clocks.
e Verify the timing relationship between CK and DK clocks.
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¢ Vary only read timing:

e Check the IDELAY/PHASER_IN values after calibration. Look for variations
between IDELAY /PHASER_IN values. IDELAY values should be very similar for
DQs in the same byte group.

¢ Vary the IDELAY/PHASER_IN taps after calibration for the bits that are
returning bad data.

This affects only the read capture timing.

Debugging the Core

The Debug port is a set of input and output signals that either provide status (outputs) or
allow the user to make adjustments as the design is operating (inputs). When generating
the RLDRAM II design through the MIG tool, an option is provided to turn the Debug Port
on or off. When the Debug port is turned off, the outputs of the debug port are still
generated but the inputs are ignored. When the Debug port is turned on, the inputs are
valid and must be driven to a logical value. Driving the signals incorrectly on the debug
port might cause the design to fail or have less read data capture margin.

When running the core in hardware, a few key signals should be inspected to determine
the status of the design. The dbg_phy_status bus described in Table 3-29 consists of status
bits for various stages of calibration. Checking the dbg_phy_status bus gives initial
information that can aid in debugging an issue that might arise, determining which
portion of the design to look at, or looking for some common issues.

Table 3-29: Physical Layer Simple Status Bus Description Defined in the rid_phy_top Module

Debug Port Signal

Name

Description

If Problems Arise

dbg_phy_status[0]

rst_wr_clk

Fabric reset based on PLL lock
and system input reset

If this signal stays asserted, check
your clock source and system
reset input

dbg_phy_status[1]

po_delay_done

I/0 FIFO initialization to ensure
the I/O FIFOs are in an almost
full condition and the phaser out
delay to provide the 90° phase
shift to address/control signals
are done

Check if the PHY control ready
signal is asserted

dbg_phy_status[2] init_done RLDRAM II initialization N/AD
sequence is complete

dbg_phy_status[3] rdlvl_stgl_start Stage 1 read calibration start N/A
signal

dbg_phy_status[4] rdlvl_stgl_done Stage 1 calibration is complete | N/A

dbg_phy_status[5]

edge_adv_cal_done

Edge Advance calibration is
complete

Make sure the expected data is
being returned from the memory.
Check results of Stage 1 read
calibration.

dbg_phy_status[6]

init_cal_done

Latency calibration completed

N/A

dbg_phy_status[7]

init_calib_complete

Calibration complete

N/A

Notes:

1. N/A indicates that as long as previous stages have completed, this stage is also completed.
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The read calibration results are provided as part of the Debug port as various output
signals. These signals can be used to capture and evaluate the read calibration results.

Read calibration uses the IODELAY to align the capture clock in the data valid window for
captured data. The algorithm shifts the IDELAY /PHASER_IN values and looks for edges
of the data valid window on a per-byte basis as part of the calibration procedure.

DEBUG_PORT Signals

The top-level wrapper, user_top, provides several output signals that can be used to
debug the core if the debug option is checked when generating the design through the MIG
tool. Each debug signal output begins with dbg_. The DEBUG_PORT parameter is always
set to OFF in the sim_tb_top module of the sim folder, which disables the debug option
for functional simulations. These signals and their associated data are described in

Table 3-30.

Table 3-30: DEBUG_PORT Signal Descriptions

Signal

Direction

Description

dbg_phy_cmd_n[5:0]

Output

This active-Low signal is the
internal command that is sent to the
memory used for debug with the
ChipScope analyzer

dbg_phy_addr[RLD_ADDR_WIDTH*2-1:0]

Output

Address being accessed for the
commands given with

dbg_phy_cmd_n.

dbg_phy_ba[BANK_WIDTH*2-1:0]

Output

Control bank address bus used for
debug with the ChipScope analyzer

dbg_phy_wr_data] DATA_WIDTHx 4 - 1:0]

Output

Data being written that is used for
debug with the ChipScope

analyzer.

dbg_phy_init wr_only

Input

When this input is High, the state
machine in the
rld_phy_write_init_sm module
keeps issuing write commands for
Stage 1 data to the RLDRAM IL
This can be used to verify write
timing, for measuring the DK to DQ
timing relationship at the memory
using an oscilloscope. This signal
must be Low for normal operation.

dbg_phy_init_rd_only

input

When this input is High, the state
machine in the
rld_phy_write_init_sm module
keeps issuing read commands for
Stage 1 read calibration. This is
useful to probe the signals on the
PCB and look for any SI issues or
verify the previous write command
occurred properly. This signal must
be Low for normal operation.
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Table 3-30: DEBUG_PORT Signal Descriptions (Contd)

Signal

Direction

Description

dbg_byte_sel[CQ_BITS-1:0]

Input

This input selects the
corresponding byte lane whose
phaser /IDELAY tap controls need
to be controlled by the user

dbg_bit_sel[Q_BITS-1:0]

Input

This input selects the
corresponding bit lane whose
IDELAY tap controls need to be
controlled by the user. It also
controls which read data signals are
presented to the user for debug
(dbg_rd_data_rdo0,
dbg_rd_data_rd1, dbg_rd_data_fd0,
dbg_rd_data_fd1).

dbg_idel_up_all

Input

This input increments all IDELAY
tap values for the entire bus.

dbg_idel_down_all

Input

This input decrements all IDELAY
tap values for the entire bus.

dbg_idel_up

Input

This input increments all IDELAY
tap values for a single bit, selected
by dbg_bit_sel.

dbg_idel_down

Input

This input decrements all IDELAY
tap values for a single bit, selected
by dbg_bit_sel.

dbg_pi_f_inc

Input

This signal increments the
phaser_in generated ISERDES clk
that is used to capture rising data

dbg_pi_f_dec

Input

This signal decrements the
phaser_in generated ISERDES clk
that is used to capture rising data

dbg_po_f_inc

Input

This signal increments the
phaser_out generated OSERDES
clk that is used to capture falling
data

dbg_po_f_dec

Input

This signal increments the
phaser_out generated OSERDES
clk that is used to capture falling
data

dbg_pi_tap_cnt[5:0]

Output

This output indicates the current
phaser_in tap count position

dbg_po_tap_cnt[5:0]

Output

This output indicates the current
phaser_out tap count position
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Table 3-30: DEBUG_PORT Signal Descriptions (Contd)

Signal

Direction

Description

dbg_cq_num[CQ_BITS-1:0]

Output

This signal indicates the current
byte lane selected (either during
calibration or through the debug

port)

dbg_valid_lat[4:0]

Output

Latency in cycles of the delayed
read command

dbg_idel_tap_cnt_sel[TAP_BITS-1:0]

Output

Current IDELAY tap setting for bits
selected using dbg_bit_sel

dbg_inc_latency

Output

This output indicates that the
latency of the corresponding byte
lane was increased to ensure proper
alignment of the read data to the
user interface.

dbg_error_max_latency

Output

This signal indicates that the
latency could not be measured
before the counter overflowed.
Each device has one error bit.

dbg_error_adj_latency

Output

This signal indicates that the target
PHY_LATENCY could not be
achieved

ddbg_rd_data_rd0[8:0]

Output

This bus shows the captured output
of the first rising data for a single
byte lane, selected using
dbg_byte_sel

dbg rd_data_rd1[8:0]

Output

This bus shows the captured output
of the second rising data for a single
byte lane, selected using
dbg_byte_sel

dbg_rd_data_£fd0[8:0]

Output

This bus shows the captured output
of the first falling data for a single
byte lane, selected using
dbg_byte_sel

dbg_rd_data_fd1[8:0]

Output

This bus shows the captured output
of the second falling data for a
single byte lane, selected using
dbg_byte_sel

dbg_rd_valid0

Output

Read data valid signal that aligns
with the dbg_rd_data_rdO0,
dbg_rd_data_fd0 signals.

dbg_rd_validl

Output

Read data valid signal that aligns
with the dbg_rd_data_rd1,
dbg_rd_data_fd1 signals
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Table 3-30: DEBUG_PORT Signal Descriptions (Contd)

Signal Direction

Description

dbg_wrcal_sel_stg[1:0] Input

Selects which stage of write
calibration to output:
dbg_wrcal_po_first_edge,
dbg_wrcal_po_second_edge, or
dbg_wrcal_po_final.

dbg_wrcal[63:0] Output

General Debug port for write
calibration

dbg_wrcal_done[2:0] Output

Indicates stage of write calibration
completed.

dbg_wrcal_po_first_edge[5:0] Output

First edge of write calibration
window found for the selected byte
lane (using dbg_byte_sel). To select
a given stage of calibration, use
dbg_wrcal_sel_stg, 2'b01 is for byte
lanes with a DK clock, and 2'b10 is
for byte lanes without a DK clock.

dbg_wrcal_po_second_edge[5:0] Output

Second edge of write calibration
window found for the selected byte
lane (using dbg_byte_sel). To select
a given stage of calibration, use
dbg_wrcal_sel_stg, 2'b01 is for byte
lanes with a DK clock, and 2'b10 is
for byte lanes without a DK clock.

dbg_wrcal_po_final[5:0] Output

Final tap setting for write
calibration for the selected byte lane
(using dbg_byte_sel). To select a
given stage of calibration, use
dbg_wrcal_sel_stg, 2'b01 is for byte
lanes with a DK clock, and 2'b10 is
for byte lanes without a DK clock.

Write Init Debug Signals

Table 3-31 indicates the mapping between the write init debug signals on the dbg_wr_init
bus and debug signals in the PHY. All signals are found within the
rl1d_phy write_init_sm module and are all valid in the clk domain.

Table 3-31: Write Init Debug Signal Map

Bits PHY Signal Name Description

dbg_phy_init_sm[3:0] phy_init_cs Current state of the initialization
state machine

dbg_phy_init_sm[6:4] start_cal Flags to determine stages of
calibration

dbg_phy_init_sm[7] init_complete Memory initialization is
complete

dbg_phy_init_sm[8] refr_req Refresh request
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Table 3-31: Write Init Debug Signal Map (Cont’d)

Bits

PHY Signal Name

Description

dbg_phy_init_sm[9]

refr_done

Refresh complete

dbg_phy_init_sm[10]

stage2_done

Stage 2 calibration is complete

dbg_phy_init_sm[22:11] refr_cnt Refresh counter
dbg_phy_init_sm[26:23] phy_init_ps Previous state of the initialization

state machine
dbg_phy_init_sm[31:27] Reserved N/A

Read Stage 1 Calibration Debug Signals

Table 3-32 indicates the mapping between bits within the dbg_rd_stagel_cal bus and
debug signals in the PHY. All signals are found within the gdr_r1d_phy_rdlv1l module
and are all valid in the clk domain.

Table 3-32: Read Stage 1 Debug Signal Map

Bits

PHY Signal Name

Description

dbg_phy_rdlv1[0]

rdlvl_stgl_start

Input from initialization state
machine indicating start of
stage 1 calibration

dbg_phy_rdlvI[1]

rdlvl_start

Indicates when calibration logic
begins

dbg_phy_rdlvl[2]

found_edge_r

Indicates a transition of data
window was detected

dbg_phy_rdlvl[3]

pat0_data_match_r

Expected data pattern seen at
ISERDES outputs

dbg_phy_rdlvi[4]

patl_data_match_r

Expected data pattern is seen at
ISERDES outputs; however, this
is shifted due to the first read data
aligning to the negative edge of
the ICLKDIV

dbg_phy_rdlvl[5] data_valid Valid calibration data is seen
dbg_phy_rdlvl[6] call_wait_r Wait state for observing the data
after the IDELAY /phaser taps
have been varied
dbg_phy_rdlvl[7] Reserved

dbg_phy_rdlvl[8]

detect_edge_done_r

Edge detection completed

dbg_phy_rdlvl[13:9]

call_state_r

Calibration state machine states

dbg_phy_rdlvl[20:14]

cnt_idel_dec_cpt_r

Number of phaser taps to be
decremented for centering the
clock in the data window

dbg_phy_rdlvl[21]

found_first_edge_r

First edge transition detected

dbg_phy_rdlvl[22]

found_second_edge_r

Second edge transition detected
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Table 3-32: Read Stage 1 Debug Signal Map (Cont'd)

Bits PHY Signal Name Description
dbg_phy_rdlvl[23] Reserved
dbg_phy_rdlvi[24] store_sr_r Signal to store current read data

prior to incrementing tap delays

dbg_phy_rdlvl[32:25]

sr_falll 1, sr_risel_r

sr_fallO_r, sr_riseQ_r

Read data stored in shift registers
for comparison

dbg_phy_rdlvl[40:33]

old_sr_falll r,
old_sr_risel_r

old_sr_fall0_r,
old_sr_rise0_r

Read data stored in registers
prior to tap increments

dbg_phy_rdlvl[41]

sr_valid_r

Determines when it is safe to load
the ISERDES data for comparison

dbg_phy_rdlvl[42]

found_stable_eye_r

Indicates a stable eye is seen

dbg_phy_rdlvl[48:43]

tap_ent_cpt_r

Phaser tap counter

dbg_phy_rdlvl[54:49]

first_edge_taps_r

Number of taps to detect first
edge

dbg_phy_rdlvl[60:55]

second_edge_taps_r

Number of taps to detect second
edge

dbg_phy_rdlvl[64:61]

call_cnt_cpt_r

Indicates the white byte lane is
being calibrated

dbg_phy_rdlvl[65]

call_dlyce_cpt_r

Phaser control to enable phaser
delays

dbg_phy_rdlvl[66]

call_dlyinc_cpt_r

Phaser control to increment

phaser tap delay

dbg_phy_rdlvl[67]

found_edge_r

Indicates a transition of the data
window is detected

dbg_phy_rdlvl[68]

found_stable_eye_last_r

Indicates a stable eye is seen

dbg_phy_rdlvl[74:69]

idelay_taps

Number of IDELAY taps that
detect a valid data window while
delaying incoming read data

dbg_phy_rdlvl[80:75]

start_win_taps

Number of IDELAY taps to be
delayed to detect start of valid
window

dbg_phy_rdlvl[81]

idel_tap_limit_cpt_r

Indicates the end of the IDELAY
tap chain is reached

dbg_phy_rdlvl[82]

qdly_inc_done_r

Indicates valid window detection
by delaying IDELAY taps is done

dbg_phy_rdlvl[83]

start_win_detect

Indicates start of window
detection using IDELAY taps

dbg_phy_rdlvl[84]

detect_edge_done_r

Edge detection is completed
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Table 3-32: Read Stage 1 Debug Signal Map (Cont'd)

Bits

PHY Signal Name

Description

dbg_phy_rdlvl[90:85]

idel_tap_cnt_cpt_r

Counter that keeps track of the
number of IDELAY taps used

dbg_phy_rdlvl[96:91]

idelay_inc_taps_r

Number of IDELAY taps to be
incremented, if needed by the
calibration logic

dbg_phy_rdlvl[102:97]

idel_dec_cntr

Number of IDELAY taps to be
decremented, if needed by the
calibration logic

dbg_phy_rdlvl[103]

tap_limit_cpt_r

Indicates the end of the phaser
tap delay chain is reached

dbg_phy_rdlvl[115:104]

idelay_tap_delay

Total amount of valid window
seen using idelay taps

dbg_phy_rdlvl[127:128]

phaser_tap_delay

Total amount of valid window
seen using phaser taps

dbg_phy_rdlvl[255:128]

Reserved

Read Stage 2 Calibration Debug

Table 3-33 indicates the mapping between bits within the dbg_rd_stage2_cal bus and
debug signals in the PHY. All signals are found within the
gdr_rld_phy_read_stage2_cal module and are all valid in the clk domain.

Table 3-33: Read Stage 2 Debug Signal Map

Bits

PHY Signal Name

Description

dbg_stage2_cal[0]

en_mem_latency

Signal to enable latency
measurement

dbg_stage2_cal[5:1]

latency_cntr[0]

Indicates the latency for the first
byte lane in the interface

dbg_stage2_cal[6]

rd_cmd

Internal rd_cmd for latency
calibration

dbg_stage2_cal[7]

latency_measured[0]

Indicates latency has been
measured for byte lane 0

dbg_stage2_cal[8]

bl4_rd_cmd_int

Indicates calibrating for burst
length of 4 data words

dbg_stage2_cal[9]

bl4_rd_cmd_int_r

Internal register stage for burst 4
read command

dbg_stage2_cal[10]

edge_adv_cal_start

Indicates start of edge_adv
calibration, to see if the
pi_edge_adv signal needs to be
asserted

dbg_stage2_cal[11] rd0_vld Indicates valid ISERDES read data
dbg_stage2_cal[12] fd0_vld Indicates valid ISERDES read data
dbg_stage2_cal[13] rd1_vld Indicates valid ISERDES read data
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Table 3-33: Read Stage 2 Debug Signal Map (Cont’d)

Bits

PHY Signal Name

Description

dbg_stage2_cal[14]

fd1_vld

Indicates valid ISERDES read data

dbg_stage2_cal[15]

phase_vld

Valid data is seen for the particular
byte

dbg_stage2_cal[16]

rd0_bslip_vld

Indicates valid ISERDES read data
requiring bitslip

dbg_stage2_cal[17]

fd0_bslip_vld

Indicates valid ISERDES read data
requiring bitslip

dbg_stage2_cal[18]

rd1_bslip_vld

Indicates valid ISERDES read data
requiring bitslip

dbg_stage2_cal[19]

fd1_bslip_vid

Indicates valid ISERDES read data
requiring bitslip

dbg_stage2_cal[20]

phase_bslip_vld

Valid data is seen when bitslip
applied to read data

dbg_stage?2_cal[21]

clkdiv_phase_cal_done_4r

Indicates data validity complete,
proceed to assert the pi_edge_adv
signal if needed

dbg_stage2_cal[22]

pi_edge_adv

Phaser control signal to advance
the Phaser clock, ICLKDIV by one
fast clk cycle.

dbg_stage2_cal[25:23]

byte_cnt[2:0]

Indicates the byte that is being
checked for data validity

dbg_stage2_cal[26]

inc_byte_cnt

Internal signal to increment to the
next byte

dbg_stage2_cal[29:27]

pi_edge_adv_wait_cnt

Counter to wait between asserting
the phaser control signal,
pi_edge_adv signal in the various
byte lanes.

dbg_stage2_cal[127:30]

Reserved

Reserved

Margin Check

Debug signals are provided to move either clocks or data to verify functionality and to
confirm sufficient margin is available for reliable operation. These signals can also be used
to check for signal integrity issues affecting a subset of signals or to deal with trace length
mismatches on the board. To verify read window margin, enable the debug port when
generating a design in the MIG tool and use the provided example design. The steps to

follow are:

1. Open ChipScope Analyzer and program the FPGA under test.

2. Set up the ChipScope Analyzer project with signals of interest (if not already done).

3. Verify that calibration completes (init_calib_complete should be asserted) and no
errors currently exist in the example design (both tg_compare_error and dbg_cmp_err

should be Low).

4. Select a given byte lane using dbg_byte_sel.
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Select a given bit lane using dbg_bit_sel.

Observe the tap values on PHASER_IN for the selected byte lane using
dbg_pi_tap_cnt. Observe the IDELAY tap values on the given DQ bit selected using
dbg_idel_tap_cnt_sel.

7. Increment the tap values on PHASER_IN until an error occurs (tg_compare_error
should be asserted) using dbg_pi_f_inc. Record how many phaser taps it took to get an
error from the starting location. This value is the tap counts to reach one side of the
window for the entire byte lane.

8. Decrement the tap values on PHASER_IN using dbg_pi_f_dec back to the starting
value.

9. Clear the error recorded previously by asserting dbg_clear_error.

10. Depending on the tap count of PHASER_IN, you can either decrement the taps of
PHASER_IN using dbg_pi_f_dec to find the other edge of the window or, if there are
not enough taps to find the other edge, increment the IDELAY taps for the given bit
dbg_idel_down until another error occurs.

11. Record those results, return the taps (either PHASER_IN or IDELAY) to the starting
location, and clear the error again (dbg_clear_error).

This simple technique uses the error signal that is common for the entire interface, so any
marginality in another bit or byte not being tested might affect the results. For better
results, a per-bit error signal should be used. PHASER_IN and IDELAY taps need to be
converted into a common unit of time to properly analyze the results.

Automated Margin Check

Manually moving taps to verify functionality is useful to check problem bits or bytes, but
it can be difficult to step through an entire interface looking for issues. For this reason, the
RLDRAM Il Memory Interface Debug port contains automated window checking that can
be used to step through the entire interface. A simple state machine is used to take control
of the debug port signals and report results of the margin found per-bit. Currently, the

automated window check only uses PHASER_IN to check window sizes, so depending on
the tap values after calibration, the left edge of the read data window might not be found

properly.

Table 3-34 lists the signals associated with this automated window checking functionality.

Table 3-34: Debug Port Signals

Signal Description

dbg_win_start Single pulse that starts the chk_win state
machine. Use the ChipScope Analyzer VIO to
control this.

dbg_win_dump Single pulse that starts the automated reporting
mechanism. Use the ChipScope Analyzer VIO to
control this.

dbg_win_bit_select[6:0] Manual bit selection for reporting of results. The
results are provided on dbg_win_left_ram_out
and dbg_win_right_ram_out for the bit
indicated.

dbg_win_active Flag to indicate chk_win is active and measuring
read window margins. While active, the state
machine has control over the debug port signals.
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Table 3-34: Debug Port Signals (Cont'd)

Signal

Description

dbg_win_dump_active

Flag to indicate chk_win is automatically
reporting results sequentially for all bits.

dbg_win_clr_error

Clear error control signal controlled by chk_win.

dbg_win_current_bit[6:0]

Feedback to indicate which bit is currently being
monitored during automatic window checking.

dbg_win_current_byte[3:0]

Feedback to indicate which byte is currently
being monitored (and used to select the byte lane
controls with dbg_byte_sel).

dbg_current_bit_ram_out[6:0]

Feedback to indicate which bit is currently being
reported back during win_dump.

dbg_win_left_ram_out [WIN_SIZE-1:0]

PHASER_IN tap count to reach the left edge of
the read window for a given bit.

dbg_win_right_ram_out [WIN_SIZE-1:0]

PHASER_IN tap count to reach the right edge of
the read window for a given bit.

dbg_win_inc

chk_win control signal to increment
PHASER_IN.

dbg_win_dec

chk_win control signal to decrement
PHASER_IN.

An extra simulation-only state machine is provided to start the chk_win and win_dump
functionalities to verify the connectivity and functionality of the debug port and to allow a
better understanding of how it works. To enable this, the simulation environment has to set
the DEBUG_PORT parameter to “ON” and a local parameter called
SIMULATE_CHK_WIN under example_top.v has to be set to “TRUE.”
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Chapter 4

Multicontroller Design

Introduction

This chapter describes the specifications (including the supported features and
unsupported features) and pinout rules for multicontroller designs.

The supported and unsupported features are:

* Supports up to 8 controllers

®  Multi-interface support includes the combination of all memory interfaces as
DDR3 SDRAM (Native only), QDRII+ SRAM, and RLDRAM II up to total of 8
controllers. Multi-interface support with the DDR3 SDRAM AXI interface
combined with other memory interfaces is not supported.

*  Multicontroller for DDR3 SDRAM (AXI only) interface is supported up to 8
independent controllers. Multicontroller support combining DDR3 SDRAM
Native and AXI interface designs is not supported.

e Banks selected for one of the controllers are not allowed for other controllers; that is,
across the same memory interfaces and different memory interfaces.

e Memory options (frequency, data width, and so on) and all other options remain the
same as for single controller options.

* Sharing of banks across two different controllers is not allowed.

¢ Rules for all memory interfaces (DDR3 SDRAM, QDRII+SRAM, and RLDRAM II)
remain the same as for single controller designs.

Getting Started with the CORE Generator Tool

Invoking the MIG tool from the CORE Generator™ tool is the same as with single
controller designs. See the appropriate memory interface chapter in this document for
more information. The MIG GUI pages that are different for multicontroller designs are
explained in this chapter.
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Multiple Controllers

Select the number of controllers from the MIG Output Options page (Figure 4-1). The
number of controllers that can be accommodated varies based on the number of banks
available in the device and depends on the memory interface configuration chosen (that is,
the selected data width and number of banks).

,

REFERENCE MIG Output Options
DESIGN [ Purop

@ Create Design

Select this option to generate a memory controller. Generating a memory controller will create RTL, design constraints (UCF), implementation and
simulation files.

() Verify Pin Changes and Update Design

Selecting this feature verifies the modified UCF for a design already generated through MIG. This option will allow you to change the pin out and validate it
instantly. It updates the input UCF file to be compatible with the current version of MIG. While updating the UCF it preserves the pin outs of the input UCF.
This option will also generate the new design with the Component Mame you selected in this page.

Component Mame

Please specify the component name for the memory interface. The design directories will be generated under a directory with this name. Three directories
will be created "example_design®, "user_design” and "docs”, The user_design will contain the generated memory interface. The example_design adds a
simple example application connected to the generated memory interface,

Component Name mig_7series_v1_3

Multi-Controller

Up to maximum of 8 controllers with a combination of DDR.3 SDRAM, QDRII+ SRAM or RLDRAM II can be generated. The number of controllers that can be
Memory accommodated may be limited by the data width and the number of banks available in device, Refer user guide for more information

Number of Controllers 4 |5

Interface

Generator

& XILINX.

’ User Guide ] ’ Viersion Info ] < Back ] [ Mext= ] ’ Cancel

Figure 4-1: MIG Output Options Page
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Memory Selection

Memory interface selection is different for a multicontroller design compared with a single
controller design. Select the number of controllers for each memory interface on the
Memory Selection page (Figure 4-2).

Memory Selection I

I REFERENCE

DESIGN [H Select the type of memory interface. Please refer to the User Guide for a detailed list of supported controllers for each FPGA family. The list below shows
currently available interface(s) for the specific FPGA and speed grade chosen.

| Select the Controller Type:

DDR3 SDRAM Enable AXI interface I

QDRIT+ SRAM

Pin Compatible FPGAs |4 RLDRAM II
v

& XILINX.

’ User Guide ] ’ Viersion Info ] < Back ] [ Mext= J ’ Cancel

Figure 4-2: Memory Selection Page
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FPGA Options

The Debug option can be selected for one controller only. Debug logic is generated for the
selected controller (Figure 4-3).

_ ,

|
REFERENCE System Clock
pEsIGH [ b
Choose the desired input dock configuration. Both Design dock and Idelay Control dodk will be affected. Either both the docks can be Differential or both
| can be Single-Ended.
System Clock Differential -
I
Debug Signals Control
This allows the debug signals (calibration status signals) to be monitored on the ChipScope tool. Selecting this option will port map the debug signals to the
ChipScope modules in the design top module. The debug signals width is calibrated based on the selected design data width. If the design data width is
greater than or equal to 24 bits then the debug signals width is calibrated only for 24-bit data.
Pin Compatible FPGAs 4
. Debug Signals for Memory Controller Disable - ]
- - Disable
Controller Options v Internal Vref C0 - DDR3 SDRAM
@w ¢ @ C1-DDR3 SDRAM
Internal Vref can be used to allow the use of the Vref pins as normal 10 pins. TC2 - QDRIIPLUS SRAM
AXI Parameter 2 pins per bank where inputs are used. This setting has no effect on banks wit ©3 - RLDRAM IT
co 1 = =3 Internal Vref
Memory Options W
o 1 2 3
Extended FPGA Options
10 Planning Options
Bank Selection
o 1 2 3
System Signals Selection
Summary
Simulation Options
PCB Information
Design Notes
’ User Guide ] ’ Viersion Info ] < Back ] [ Mext= ] ’ Cancel

Figure 4-3: FPGA Options Page
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Extended FPGA Options Page

Figure 4-4 shows the Extended FPGA Options page for a multicontroller design with all
three memory interfaces chosen.

F ™

REFERENCE Internal Termination for High Range Banks
pEsIGH [
Select the internal termination (IN_TERM) impedance for the High Range (HR) banks. This setting applies only to the HR. banks used in the interface.
: Internal Termination Impedance [ 50 Ohms -
i DDR.3 SDRAM

Digitally Controlled Impedance (DCI)

The DCI (Digitally Controlled Impedance) IjO standards are applied appropriately in High Performance banks. DQ and DQS5/DQ5# signals utilize DCI
standards (S5TL15_T_DCI for DQ's and DIFF_SSTL15_T_DCI for DQS and DQS#). DCI is not used for the Address/Control output signals. Consult the

Pin Compatible FPGAs W User Guide for more information and use IBIS simulation to determine the best termination strategy.
Mel Selection 4
b DCI Cascading Information
Controller Options W
T = = = Select the DCI Cascade for cascading the DCI reference pins in the banks to obtain pin effidency. Refer to the MIG User Guide to know the rules for
selecting the Master-Slave banks.
AXI Parameter DCI Cascade B
o 1 2 3
- V
SR TR QDRII+5RAM
o 1 2 3 ; - g
Digitally Controlled Impedance (DCL
FPGA Options v A peia sl
The DCI (Digitally Controlled Impedance) IO standards are applied appropriately in High Performance banks. Q, CQ/CQ# and QVLD signals utilize DCI
~ ~ standards (HSTL_I_DCI). DCI is not used for Address/Control and Data Write output signals. Consult the User Guide for more information and use
10 Planning Options IBIS simulation to determine the best termination strategy.
|| | Bank Selection DCI for Data and Read Clocks
(| o 1 2 3
System Signals Selection RLORAM II
Sui
| Ly Digitally Controlled Impedance (DCI)
Simulation Options
Il Fecamn N The DCI (Digitally Controlled Impedance) IO standards are applied appropriately in High Performance banks. DQ and QK/QK# signals utilize DCI
SIIEETT standards (HSTL_II_DCI). DCI is not used for the Address,/Control output signals. Consult the User Guide for more information and use IBIS simulation
Design Notes to determine the best termination strategy.
I DCI for Data and Read Clocks
I
’ User Guide ] ’ Viersion Info ] < Back ] [ Mext= ] ’ Cancel

Figure 4-4: Extended FPGA Options Page
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System Clock Pins Selection

Select the system clock pins on the System Pins Selection page. System clock pins can be
selected for each controller; this varies based on the number of controllers (Figure 4-5).

System Clock Pin Selection

The sys_clkis used as the system dock for the memory interface. This signal should be connected to a low jitter external dock source via a
differential (P/N) pair for best performance. This signal should be in the address/control bank, but may be placed in an adjacent bank if there are
not enough pins available such as when fitting a 16 bit interface in a single bank.

Signal Name Bank Number Pin Number
1 cl_sys_clk_p/n l39 - "Jl?»ﬂ-! 13(CC_PN) -
2 cl_sys_clk_p/n l38 - "KlQIJ 18(CC_P/N) -
3 c2_sys_clk_p/n IBG - "KZ‘}ﬂQS(CC_P,.’N) -
4 3_sys_clk_p/n l18 - "\c‘35,|'\c'36(CC_Pﬂ\l) -

Figure 4-5: System Clock Pins Selection Page

MIG Directory Structure

The MIG output directory structure is slightly different for the user design RTL folder
compared with the single controller design. The user design RTL folder contains the
subfolders for each memory interface, and related RTL files are generated in the
corresponding memory interface folders. All chosen memory interfaces for multicontroller
designs are shown in Figure 4-6.

. mig_Tseries_vl 3
. docs
. example_design
| par
Sl
| traffic_gen
J sim
| synth
J user_design
Sl
. clocking
. ddr3_sdram
. controller
§ ecc
| ip_top
J phy
| phy_traffic_gen
Joui
J gdriiplus_sram
J phy
. rldram_ii
. controller
| ip_top
J phy
Jui

. ucf

Figure 4-6: MIG Directory Structure

314

www. BD T E€Cieegm / XFETNXemor inertece solutions


http://www.xilinx.com

& XILINX.

Appendix A

Additional Resources

Xilinx Resources

For support resources such as Answers, Documentation, Downloads, and Forums, see the

Xilinx Support website at:

http:/ /www.xilinx.com/support.

For a glossary of technical terms used in Xilinx documentation, see:

http:/ /www.xilinx.com/company /terms.htm.

Solution Centers

References

See the Xilinx Solution Centers for support on devices, software tools, and intellectual

property at all stages of the design cycle. Topics include design assistance, advisories, and

troubleshooting tips.

The Solution Center specific to MIG is located at the Xilinx MIG Solution Center.

These references provide supplemental information useful for this document:

1. UGA471, 7 Series FPGAs Select]O Resources User Guide
2. UGA475, 7 Series FPGAs Packaging and Pinout Specification

3. ARM® AMBA® Specifications
http:/ /www.arm.com/products/system-ip /amba/amba-open-specifications.php

4. JESD79-3E, DDR3 SDRAM Standard, JEDEC Solid State Technology Association
http:/ /www.jedec.org/sites/default/files/docs/JESD79-3E.pdf

5. UG683, EDK Concepts, Tools, and Techniques
UGI111, Embedded System Tools Reference Manual

7. TN-47-01, DDR2-533 Memory Design Guide For Two-DIMM Unbuffered Systems. Micron
Technology, Inc.

8. ChipScope Pro Logic Analyzer tool
http:/ /www.xilinx.com /tools/cspro.htm

9. UG628, Command Line Tools User Guide, COMPXLIB
10. UG626, Synthesis and Simulation Design Guide
11. DS176, 7 Series FPGAs Memory Interface Solutions Data Sheet

12. PlanAhead™ Design Analysis tool
www.xilinx.com/tools/planahead.htm

13. UG612, Xilinx Timing Constraints User Guide
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14. UG199, Virtex-5 FPGA ML561 Memory Interfaces Development Board User Guide
15. 7 series FPGAs Data Sheets

www.xilinx.com/support/documentation/7_series.htm

16. UG029, ChipScope Pro Software and Cores User Guide

17. “Improving DDR SDRAM Efficiency with a Reordering Controller”, XCELL Journal
Issue 69, www.xilinx.com/publications/archives/xcell / Xcell69.pdf

18. UGA472, 7 Series FPGAs Clocking Resources User Guide
19. XAPP739, AXI Multi-Ported Memory Controller
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